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Responsible AI – Block 1



A primer on AI



"Artificial Intelligence is the science 

and engineering of making 

intelligent machines, especially 

intelligent computer programs.“

John McCarthy, Computer Scientist and AI Pioneer



Symbolic AI:

• Rule-Based Systems (e.g. chess-playing programs like Deep Blue)

• Expert Systems (e.g. MYCIN for medical and DENDRAL for chemical analysis)

Early forms of AI (1950 – 1990s) 



And then came the “perceptron” (1950s)



• Machine Learning (1990s - 2000s) = The algorithm makes predictions based on 

training data with labelled outputs and features (input variables) humans provide. 

• Deep Learning (2010s) = The algorithm makes predictions based on training data 

with labelled outputs but extracts the features (input variables) by itself. 

• Generative AI (2020s) = The algorithm can generate content (e.g. ChatGPT, DALL-

E, Gemini) and be an active agent. 

The machine learning age



• Supervised: Humans label outputs in the data and provide features for the machine to learn

• Unsupervised: The machine learns by identifying patterns and features in the data (deep learning)

• Reinforced: The machine experiments with data to reinforce the learning (e.g. learning GO by playing against itself)

Different forms of machine learning



Some definitions (1)

• Artificial intelligence: a broad field that encompasses the ability of a machine or  computer to emulate 

certain aspects of human intelligence for diverse tasks based on predetermined objectives.

• Machine learning: a subset of artificial intelligence which utilizes algorithms to enable machines to 

identify and learn from patterns found in datasets.

• Generative AI: a branch of machine learning that is capable of producing new text, images and other 

media, replicating patterns and relationships found in the training data.

Source: WEF (2023). Data Equity: Foundational Concepts for Generative AI. Briefing Paper.



Some definitions (2)

• Foundation models: a type of large-scale, machine-learning model that is trained on diverse multi-modal 

data at scale and can be adapted to many downstream tasks

• Large language models: a subset of foundation models specializing in comprehending and generating 

human language, often employed for text-related functions. The latest iteration of LLMs facilitates natural 

conversations through advanced chatbot mechanisms.

Source: WEF (2023). Data Equity: Foundational Concepts for Generative AI. Briefing Paper.



Exercise

• What data features (input variables) would you need to detect a case of credit card fraud 

(output variable)?

• Where could you get the data?



No Data? No intelligence

• Algorithms are becoming commodities

• Big Data is critical = Data in high Volume, Variety and Velocity (and debatable Veracity)

• The importance of a good data strategy: aligned with organizational strategy, with good governance 

(security, privacy, compliance), and high quality (relevant, complete, accurate, timely).

• Proper database architectures: transactional vs analytic databases, warehouses and data lakes.



The impact of AI on Work



Impact of AI on productivity – call centres

• Productivity gains of 14% (with Gen AI) within just a few months 
• Customer satisfaction increased
• A positive shift in sentiment (millions of transcripts)
• Employee turnover decreased among those who used AI.
• Managers with broader spans of control and fewer interventions

• Productivity increased 35% for the newest and least skilled
• Almost no change for the most experienced and skilled.



Impact of AI on productivity - consulting
• 758 consultants at BCG

• For each of the 18 consulting tasks, AI-augmented consultants completed 12.2% more tasks 

on average, finished them 25.1% faster and delivered work that was 40% higher in quality.

• Less skilled consultants benefited the most



… AI has uneven effects

For a task selected to be outside the frontier consultants 

using AI were 19 percentage points less likely to produce 

correct solutions (they needed to interpret a table with 

subtle insights from interviews)



How can you become an expert if 
you over-rely on AI?



Falling asleep at the wheel… in HR

• 181 professional recruiters reviewed 44 resumes. 

• Recruiters with higher-quality AI less accurate than those with lower-quality AI. 

• Conclusion: As AI quality increases, humans have fewer incentives to exert 

effort and remain attentive, allowing the AI to substitute, rather than augment 

performance. High-performing algorithms may do worse than lower-performing 

ones in maximising combined output. 

Falling Asleep at the Wheel: Human/AI Collaboration in a Field Experiment on HR Recruiters, 
Dell’Acqua



Falling asleep at the wheel… in education?



Are you a 
Cyborg or a 

Centaur?



The Centaur Style

• “Users with this strategy switch between AI and human tasks, allocating responsibilities based on the strengths 

and capabilities of each entity. They discern which tasks are best suited for human intervention and which can 

be efficiently managed by AI”

Examples:

• Mapping Problem domain: Asking AI for general information related to the problem’s domain for the human to 

use for their sub-task.

• Gathering methods information: Asking AI for specific information on methods that the human is employing to 

solve their sub-task

• Refining human-generated content: Users providing their output and using AI to refine its presentation

Dell'Acqua, F., McFowland III, E., Mollick, E. R., Lifshitz-Assaf, H., Kellogg, K., Rajendran, S., ... & Lakhani, K. R. (2023). Navigating the jagged technological frontier: Field 

experimental evidence of the effects of AI on knowledge worker productivity and quality. Harvard Business School Technology & Operations Mgt. Unit Working Paper, (24-

013).



The Cyborg Style
• “Cyborg … intertwine their efforts with AI at the very frontier of capabilities. This strategy might manifest as alternating 

responsibilities at the subtask level, such as initiating a sentence for the AI to complete or working in tandem with the AI.”

Examples: 

• Assigning a persona (to simulate a specific type of personality or character)

• Requesting editorial changes to AI output

• Teaching through examples: Giving an example of a correct answer before asking AI a question

• Modularizing tasks: Breaking down tasks into multiple sub-steps for AI to execute

• Validating: Asking AI to check its inputs, analysis, and outputs

• Demanding logic explanation: Asking AI to explain a confusing output; or why a particular recommendation was made

• Exposing Contradictions Pointing out logical or factual inconsistencies

• Elaborating: Asking AI to bring more breadth of details and nuance to an  interesting or unexpected point

• Directing a Deep dive: Directing AI to focus on a particular data point, content or task

• Adding the user’s own data

• Pushing back: Disagreeing with the output and asking AI to reconsider

Dell'Acqua, F., McFowland III, E., Mollick, E. R., Lifshitz-Assaf, H., Kellogg, K., Rajendran, S., ... & Lakhani, K. R. (2023). Navigating the jagged technological frontier: Field 

experimental evidence of the effects of AI on knowledge worker productivity and quality. Harvard Business School Technology & Operations Mgt. Unit Working Paper, (24-

013).



Prompt Engineering & Productivity

Both cyborgs and centaurs who received additional training in prompt engineering 

outperformed (46.6% improvement) those who used AI without such guidance. 



The human roles with automation

1. Regulate AI (ethical and governance work)

2. Support AI (feed / provide inputs)

3. Complement AI (augmented work)

Adapted from Erik Brynjolfsson & Tom Mitchell



Replacement vs Augmentation

• (Likely) replaced expertise? Digesting and summarising large document collections; 

proofreading; writing certain business and legal documents; translating; producing content.

• (Likely) augmented expertise? Assisting highly specialised professionals (doctors, lawyers, 

architects, teachers, etc.) in decision-making, creativity and teaching.

… for the foreseeable future.



How ChatGPT “thinks” your job may be AI automated?

Sequence of prompts

1. Describe your job and main tasks (iterate to refine it)

2. Ask to assess automation opportunities using both generative and predictive AI for each task (ask for a table)

3. Ask to indicate existing AI tools you could use to automate your tasks (based on the table)

4. Ask to give suggestions for your role when interacting with those tools for each task

5. Ask to identify which competencies (skills and knowledge) you need to work effectively with the AI tools



AI and the Future of Work

• General purpose technology => widespread Impact in the workforce and economy

• Potential negative impacts = displacement

• Potential positive impacts = new forms of work + augmented work

• Uneven productivity gains = impact on wage growth?

• Training & education impact = new forms of learning + AI specific learning

• Many concerns on fairness, explicability and sustainability = societal adoption/acceptance?



Impact of AI on expertise - Scenarios

• Polarization: AI accelerates occupational polarization, automating 

more nonroutine tasks and increasing demand for elite expertise, 

displacing middle-skill workers

• Mass displacement: AI outcompetes humans across nearly all domains, 

greatly reducing the value of human labour and creating significant 

income distribution challenges

• Major shift: AI drives high demand for both elite and mass expertise (in 

new domains related to AI, like during the first industrial revolution).

Artificial Intelligence and the Future of Work (2024), National Academies Press



Responsible AI, why it is important



“Toeslagenaffaire” = AI tax evasion detection gone wild in the Netherlands

• In 2015 the Dutch Tax Authority deployed an automated system to identify fraudulent claims for child benefits.

• The system disproportionately flagged individuals from minority and lower-income backgrounds as high-risk.

• Many families were wrongfully accused of fraud and required to repay benefits.

• The Dutch government admitted systemic failures. It led to the resignation of Mark Rutte's cabinet in January 2021.

• Initial reports indicated that approximately 26,000 parents were wrongly accused between 2005 and 2019. 

• By January 2024, more than 68,000 individuals had come forward as potential victims.

• By 2022, 2,090 children were taken from their families and placed into care due to the scandal's repercussions. 

• The immense stress and financial strain may have led to suicides among affected parents (no specific numbers)



Toeslagenaffaire” = why did this happen?

• Bias and Discrimination (poor and biased data): The algorithm relied on flawed data and discriminatory 

variables (e.g., nationality), unfairly targeting non-Dutch citizens and people of immigrant backgrounds.

• Lack of Transparency (explainability): The inner workings of the AI system were opaque, making it 

difficult for affected families to contest decisions or understand why they were flagged.

• Accountability Issues (governance and ethics): Government oversight was inadequate, and those 

impacted had little recourse or support.

• Widespread Impact (high-stakes outcomes): Thousands of families suffered, some losing homes or 

being pushed into poverty. The scandal also eroded trust in public institutions.

HUMAN IN THE LOOP?



Fairness Explainability

Privacy Sustainability



Fairness Explainability

Privacy Sustainability

Fairness = minimizing bias

and promoting inclusive

representation, regardless of 

age, gender, race, religion, or 

other protected characteristics.









Fairness / 
Equity

Explainability

Privacy Sustainability

Explainability = enabling the 

system user to understand and 

interpret the decision-making 

process of the AI system.





Do you trust your AI shrink?
• Gen-AI is still a statistical tool

• Outcomes highly dependent on the data and learning process

• How does AI understand humour?



Appreciative



Condescending



Fairness / 
Equity

Explainability

Privacy Sustainability
Privacy = the protection of 

individual and collective data 

rights while maintaining 

confidentiality and security





Fairness / 
Equity

Explainability

Privacy Sustainability

Sustainability = the 

development and operation of AI 

for energy efficiency and reduced 

environmental impact.



Sustainability





1,200W of thermal energy!





Fairness / 
Equity

Explainability

Privacy Sustainability

Fairness = minimizing bias

and promoting inclusive

representation, regardless of 

age, gender, race, religion, or 

other protected characteristics.

Explainability = enabling the 

system user to understand and 

interpret the decision-making 

process of the AI system.

Sustainability = the  

development and operation of AI 

for energy efficiency and reduced 

environmental impact.

Responsible AI

Privacy = the protection of 

individual and collective data 

rights while maintaining 

confidentiality and security



Exercise

• Your team wants to develop an AI algorithm to (pre) select MBA candidates automatically

• What features (input variables) does your data need to include?

• How do you label a student as successful? 

• Where could you get training data? 

• How would you ensure equity, privacy, explainability and sustainability?

• First think for yourself, then use Chat GPT!
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