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The first difference estimator

FD estimator

Another way to get rid of ci is to difference the model

yit = xitβ + ci + uit

yielding
∆yit = ∆xitβ + ∆uit, t = 2, . . . , T.

The FD estimator applies pooled OLS to the differenced equation:

β̂FD =

(
N∑
i=1

∆X′i∆Xi

)−1 N∑
i=1

∆X′i∆yi

=

(
N∑
i=1

T∑
t=2

∆x′it∆xit

)−1 N∑
i=1

T∑
t=2

∆x′it∆yit.
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The first difference estimator

Assumptions

Assumption FD.1 (strict exogeneity): E(uit|xi1, . . . ,xiT , ci) = 0 for all
t = 1, . . . , T .

Assumption FD.2 (invertibility): rank
∑T

t=2 E(∆x′it∆xit) = K.

Discussion:

FD.1 implies E(∆uit|∆xi1, . . . ,∆xiT , ci) = 0 for all t = 1, . . . , T .

Hence, E(∆x′it∆uit) = 0 for all t which guarantees consistency of the
FD estimator.

FD.2 guarantees invertibility (and requires to exclude time-invariant
regressors).
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The first difference estimator

Estimator of the variance matrix

Under assumptions FD.1 and FD.2, the asymptotic distribution is

√
N
(
β̂FD − β

)
d−→ Normal

(
0,A−1BA−1

)
,

where
A ≡ E(∆X′i∆Xi) and B ≡ E

(
∆X′ieie

′
i∆Xi

)
.

Like always, the variance estimator replaces population moments by
sample averages.
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The first difference estimator

And an unplausible extra assumption

Assumption FD.3 (error variance): E(eie
′
i|xi1, . . . ,xit, ci) = σ2eIT−1,

where ei is the (T − 1)× 1 vector containing eit ≡ ∆uit, t = 2, . . . , T .

If one is willing to additionally make assumption FD.3, the asymptotic
variance matrix simplifies, since

B ≡ σ2e E(∆X′i∆Xi),

which is estimated in a straightforward way using the FD residuals.

But FD.3 says that ∆uit = uit − uit−1 = eit serially uncorrelated, implying
that uit = uit−1 + eit is a random walk.
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The first difference estimator

Policy analysis using the FD estimator

Consider a two-period program evaluation like before.

Assume that participation starts in period 2.

Hence, progi1 = 0 for all i.
In period 2, progi2 = 1 for the treatment group and progi2 = 0 for
the control group.

The structural equation is

yit = α+ θ2d
(2)
t + zitγ + δprogit + ci + uit,

where zit are observable time-varying characteristics,
ci summarizes time-invariant variables that might be correlated with
xit (e.g., due to self selection into the program), and

d
(2)
t is a time dummy for period 2 to control for macroeconomic

developments. (More on time dummies when we meet the two-way
error model.)
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The first difference estimator

... and a nice interpretation

First differencing leaves us with a single cross section:

∆yi2 = θ2 + ∆zi2γ + δprogi2 + ∆ui2,

where we use ∆d
(2)
t = 1 and ∆progi2 = progi2.

For a moment (but not in real life), let us neglect observable individual
characteristics:

∆yi2 = θ2 + δprogi2 + ∆ui2.

Note that progi2 is a simple 0-1 dummy. Applying OLS thus yields

θ̂2 = ∆ycontrol
p−→E(∆ycontrol)

and
δ̂ = ∆ytreat −∆ycontrol

p−→E(∆ytreat)− E(∆ycontrol).

The latter is a basic difference-in-difference estimator: it measures how the
changing outcomes of the treated and non-treated differs.
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The between estimator

A sideline remark

The between estimator considers only the time-averaged information that
is discarded by the within transformation:

ȳi = x̄iβ + ci + ūi, i = 1, . . . , N.

Since this estimator uses only N of all NT observations, it is inefficient.

In addition, it requires not only strict exogeneity but also uncorrelatedness
of ci and xi1, . . . ,xiT which was not necessary for the FE estimator.
(Sufficient conditions for consistency are RE.1 discussed below plus an
invertibility condition.)

Hence, it is rather an auxiliary estimator. We discuss it briefly because the
RE estimator introduced below can be shown to be a linear combination of
the FE estimator and the between estimator.
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The between estimator

Details

OLS applied to the i = 1, . . . , N observations (one time average per
individual) of this equation yields the between estimator

β̂B =

(
N∑
i=1

x̄′ix̄i

)−1 N∑
i=1

x̄′iȳi.

Note again that this estimator neglects any variation “within” the
individuals.

If the regressors are uncorrelated with the two error components, the
between estimator is consistent and asymptotically normal as can be
shown using standard arguments.
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The between estimator

A different representation ?

Let us stack observations t = 1, . . . , T for individual i

yi = Xiβ + ιT ci + ui

and apply the between transformation (i.e. time averaging)

JTyi︸ ︷︷ ︸
ȳi

= JTXi︸ ︷︷ ︸
X̄i

β + JT ιT︸ ︷︷ ︸
ιT

ci + JTui︸ ︷︷ ︸
ūi

,

where

ȳi = T−1

1 . . . 1
...

. . .
...

1 . . . 1


yi,1...
yi,T

 =

ȳi...
ȳi

 = ιT ȳi

X̄i = T−1

1 . . . 1
...

. . .
...

1 . . . 1


xi,11 . . . xi,K1

...
. . .

...
xi,1T . . . xi,KT

 =

x̄i
...

x̄i

 = ιT x̄i
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The between estimator

... and its consequences ?

Hence, the transformed equation

ȳi = X̄iβ + ιT ci + ūi = X̄iβ + v̄i

includes T identical observations per individual. Applying OLS to it again
yields the between estimator (now based on N · T observations)

(
N∑
i=1

X̄′iX̄i

)−1 N∑
i=1

X̄′iȳi =

 N∑
i=1

x̄′i ι
′
T ιT︸︷︷︸
T

x̄i

−1 N∑
i=1

x̄′i ι
′
T ιT︸︷︷︸
T

ȳi

=

(
N∑
i=1

x̄′ix̄i

)−1 N∑
i=1

x̄′iȳi = β̂B
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The between estimator

Estimator of the error variance

The variance estimator of the between regression may be used by the RE
estimator discussed below. This is why it pays off to consider it here.

Recall the time-averaged equation is

ȳi = x̄iβ + v̄i, v̄i = ci + ūi.

with error variance

Var(v̄i) = Var(ci) + Var(ūi) = σ2c + σ2u/T.

Now, OLS applied to the time-averaged equation (i.e., the between
estimator) yields the residuals ˆ̄vi on which a (consistent) error variance
estimator is based:

V̂ar(v̄i) = σ̂2c + σ̂2u/T =
1

N −K

N∑
i=1

ˆ̄v2i .
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The random effects estimator

Assumptions

Assumption RE.1:

(a) E(uit|xi1, . . . ,xiT , ci) = 0 for all t = 1, . . . , T

(b) E(ci|xi1, . . . ,xiT ) = E(ci)

(c) E(ci) = 0

Discussion:

Part (a) is strict exogeneity as discussed above.

Part (b) rules out correlation between ci and any xit, t = 1, . . . , T .
Hence, the “omitted variable problem” used to motivate panel
analysis cannot be handled here. Hence, the RE estimator is less
robust than the FE estimator (but potentially efficient).

Part (c) is without loss of generality if we include an intercept.
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The random effects estimator

Generalized LS

Under assumption RE.1 we have

yit = xitβ + vit, vit = ci + uit,

with
E(vit|xi1, . . . ,xiT ) = 0, t = 1, . . . , T.

Stacking observations t = 1, . . . , T for individual i yields

yi = Xiβ + vi = Xiβ + ιT ci + ui.

We have already seen that the unconditional variance matrix of vi,

Ω ≡ E(viv
′
i),

is nondiagonal. It thus suggests GLS estimation.
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The random effects estimator

... and an assumption

Assumption RE.2:

(a) rank E(X′iΩXi) = K

Discussion:

This is just the usual rank condition for GLS estimation.

Under RE.1 and RE.2, GLS and FGLS that uses an unrestricted
variance estimator of Ω is consistent and asymptotically normal as
N →∞.

But it would be inefficient because an unrestricted estimator of Ω
would need to estimate T (T + 1)/2 parameters while the classical
random effects assumptions are much stricter as we present next.
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The random effects estimator

... and another one

Assumption RE.3:

(a) E(uiu
′
i|xi1, . . . ,xiT , ci) = σ2uIT

(b) E(c2i |xi1, . . . ,xiT ) = σ2c

Discussion:

Part (a) implies E(u2it|xi1, . . . ,xiT , ci) = σ2u
and E(uituis|xi1, . . . ,xiT , ci) = 0 if t 6= s.

By the law of iterated expectations, it also implies

E(u2it) = σ2u and E(uituis) = 0.
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The random effects estimator

... and the implications

Part (b) together with RE.1 is a homoskedasticity assumption:
Var(ci|xi1, . . . ,xiT ) = Var(ci) = σ2c .

It implies the variance structure for the stacked equation

Var(ιT ci) = E(ιT ι
′
T c

2
i ) = ιT ι

′
Tσ

2
c

where ιT ι
′
T is a T × T matrix of ones.

Taken together the T × 1 regression disturbance vi of the stacked
equation has variance

Ω = E(v′ivi) = σ2c ιT ι
′
T + σ2uIT =

σ
2
c + σ2u σ2c

. . .

σ2c σ2c + σ2u


which is the classical random effects structure.

Ω depends on only two parameters to be estimated for feasible GLS.
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The random effects estimator

Random effects estimator

Suppose you have initial estimates of σ2c and σ2u and construct

Ω̂ = σ̂2c ιT ι
′
T + σ̂2uIT .

Then the FGLS or random effects (RE) estimator is

β̂RE =

(
N∑
i=1

X′iΩ̂
−1

Xi

)−1( N∑
i=1

X′iΩ̂
−1

yi

)

Discussion:

Consistency hinges on assumptions RE.1 and RE.2. Hence, the RE
estimator is consistent (though not efficient) even if RE.3 is violated
and Ω is misspecified. (More on this later.)

There are many ways to compute initial estimates of σ2c and σ2u. In
the following, we present the easiest ones.
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The random effects estimator

Wooldridge’s estimators of the variance components

Recall that the main diagonal of Ω has elements

σ2v ≡ Var(vit) = σ2c + σ2u.

To estimate it, use the pooled OLS estimator and construct

ˆ̂vit = yit − xitβ̂POLS .

Then compute

σ̂2v =
1

NT −K

N∑
i=1

T∑
t=1

ˆ̂v2it.

Next recall that the off-diagonal elements of Ω are σ2c = E(vitvis), t 6= s.
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The random effects estimator

The off-diagonal elements

Due to symmetry, it is sufficient to estimate the lower triangular part of Ω
which contains the following T (T − 1)/2 elements:

E(vitvis), t = 1, . . . , T − 1, s = t+ 1, . . . , T.

To estimate σ2c , use again the pooled OLS residuals and average across all
i:

σ̂2c =
1

NT (T − 1)/2−K

N∑
i=1

T−1∑
t=1

T∑
s=t+1

ˆ̂vit ˆ̂vis︸ ︷︷ ︸
T (T−1)/2 elements

.

Note that σ̂2c may turn out to be negative. This might be either due to
sampling error (then you may set it to zero or use a different estimator) or
because assumption RE.3 is invalid (then you may use an unrestricted
FGLS estimator as presented below).
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The random effects estimator

The Swamy-Arora estimators of the variance components

Estimate σ2u from the within regression

σ̂2u =
1

N(T − 1)−K

N∑
i=1

T∑
t=1

û2it.

Estimate σ2c + σ2u/T from the between regression

σ̂2c + σ̂2u/T =
1

N −K

N∑
i=1

ˆ̄v2i

Estimate σ2c from an appropriate linear combination

σ̂2c =

∑N
i=1

ˆ̄v2i
N −K

− σ̂2u/T.

When σ̂2c < 0, Stata sets it to zero.
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The random effects estimator

Asymptotic distribution of the RE estimator

Recall from Econometrics I (look up the GLS estimator for the SUR
model) that the FGLS estimator has limiting distribution

√
N
(
β̂RE − β

)
d−→ Normal

(
0,A−1BA−1

)
,

where
A ≡ E(X′iΩ

−1Xi)

and
B ≡ E

(
X′iΩ

−1viv
′
iΩ
−1Xi

)
.

Note that this expression for the variance does not require Ω to be
correctly specified and is thus robust to misspecification of Ω.
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The random effects estimator

Estimating the variance matrix robust to misspecification ?

To estimate A and B, use sample equivalents:

Â ≡ N−1
N∑
i=1

X′iΩ̂
−1

Xi

and

B̂ ≡ N−1
N∑
i=1

X′iΩ̂
−1

v̂iv̂
′
iΩ̂
−1

Xi,

where v̂i are the RE residuals.
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The random effects estimator

Under correct specification ?

When we are sure that Ω is correctly specified (=the random effects
structure is correct), things simplify a lot:

B ≡ E
(
X′iΩ

−1viv
′
iΩ
−1Xi

)
= E

(
X′iΩ

−1 E[viv
′
i|xi1, . . . ,xiT ]Ω−1Xi

)
= E

(
X′iΩ

−1ΩΩ−1Xi

)
= E

(
X′iΩ

−1Xi

)
= A

and thus
A−1BA−1 = A−1AA−1 = A−1.

Thus, we solely have to estimate

Â ≡ N−1
N∑
i=1

X′iΩ̂
−1

Xi.

Note that this estimator is more efficient than the robust one if the
random effects structure is correct. However, otherwise it is inconsistent.
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The random effects estimator

Implementation in Stata

Example: Data set has identifier for each individual denoted id and for
each time period denoted year.

You of course have to tell Stata that you have panel data:

xtset id year

The RE estimator with nonrobust variance matrix is computed using

xtreg y x1 x2 x3, re

The RE estimator with robust variance matrix is computed using

xtreg y x1 x2 x3, re vce(robust)
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The random effects estimator

Example revisited: Effects of training grants on scrap rates

Sample: 54 firms reported scrap rates for 1987, 1988, and 1989. Some
received a grant in one of the years 1988 or 1989 to initiate a training
program.

Analysis: Regression of log scrap rates on yearly dummies, union
membership dummy, grant dummy (“grant”) and lagged grant dummy
(“grant 1”).

Note that we can afford to include the union membership dummy as we
don’t apply the within transformation.
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The random effects estimator

Stata RE output
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The random effects estimator

Notes:

R-sq within: squared correlation between (xit − x̄i)β̂RE and yit − ȳi.
R-sq between: squared correlation between x̄iβ̂RE and ȳi.

R-sq overall: squared correlation between xitβ̂RE and yit.

sigma u: square root of Var(ci) = σ2c

sigma e: square root of Var(uit) = σ2u

rho: variance share Var(ci)/Var(uit) = σ2c/σ
2
u

theta: using the option theta, we obtain a measure of how near the
RE estimator is to the pooled OLS or FE estimators (0=OLS, 1=FE).
This is what we call 1− φ̂ below.
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The random effects estimator

Generalized GLS estimator

If you suspect the RE variance structure is not valid and N >> T , you
can leave Ω fully unrestricted and estimate

Ω̂ =
1

N

N∑
i=1

ˆ̂vi
ˆ̂v′i,

where ˆ̂vi is again the pooled OLS residual vector. Then apply the GLS
estimator as above.

A command that accomplishes this in Stata is:

xtgee y x1 x2 x3, family(gau) link(identity)

corr(unstructured) vce(robust)
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The random effects estimator

Example: Effects of job training grants on scrap rates
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