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Abstract. In the wake of media hype about artificial intelligence (AI)/human collaboration, 
organizations are investing considerable resources into developing and using AI. In this paper, 
we draw on theories of technology in organizations to frame new directions for the study of 
what it means to work “with” AI. Drawing on prior literature, we consider how interactions 
between users and AI might unfold through theoretical lenses which cast technology as a tool 
and as a medium. Reflecting on how AI technologies diverge from technologies studied in the 
past, we propose a new perspective, which considers technology as a counterpart in a system of 
work that includes its design, implementation, and use. This perspective encourages developing 
a grounded understanding of how AI intersects with work, and therefore ethnography, build
ing on thick descriptions, is an apt approach. We argue that relational ethnographic approaches 
can assist organization theorists in navigating the methodological challenges of taking a coun
terpart perspective and propose several strategies for future research.

Keywords: work • technology • ethnography • collaboration • AI

The most promising uses of AI will not involve com
puters replacing people, but rather, people and com
puters working together—as “superminds”—to do 
both cognitive and physical tasks that could not be 
done before (Malone et al. 2020).

The promise of artificial intelligence (AI), algorithmi
cally based applications that perform the cognitive 
tasks associated with humans, often incorporating 
some form of machine learning,1 pervades popular 
imagination about the role of technology in the future 
of work. Previously heralded as a tool for automation 
and increased efficiency, narratives about AI now 
make a broader claim: that humans and AI will “[join] 
forces” (Wilson and Daugherty 2018). Indeed, humans 
and AI will create “super teams,” ushering in a new era 
of human-AI collaboration (Wilson and Daugherty 
2018, Schwartz et al. 2020). Commentators envision AI 
as a complementary actor in work collaborations, de
scribing how AI (and other digital technologies) will 
accomplish the “routine” tasks of information proces
sing (Brynjolfsson and McAfee 2014, Frank et al. 2017, 
Hess and Ludwig 2017, Koebler 2017, McAfee and 
Brynjolfsson 2017), allowing professionals to take on 
“higher-order” forms of work (Susskind and Susskind 
2015, Davenport and Kirby 2016).

Despite casting AI in a new role, this emerging narra
tive is in line with previous deterministic narratives 

about AI that position the technology as a solution to 
human shortcomings (Miller 2018, Polli 2019). Such posi
tive views of AI have been challenged by critical theor
ists, sociologists, and other like-minded skeptics who 
point to the dangerous outcomes that AI might drive. 
For instance, scholars have shown that the use of algo
rithms can have a disparate impact on the outcomes 
of disadvantaged groups in establishing creditworthi
ness, healthcare treatment, and criminal sentencing (Starr 
2014, Barocas and Selbst 2016, O’Neil 2016). As these 
critics have shown, the objectivity of AI is questionable. 
AI may not, in fact, be a solution to human shortcomings 
and may even increase inequality and bias.2 These cri
tiques question the objectivity of AI and show how its 
use and effects do not deliver on espoused promises. 
Although these studies have demonstrated how AI con
tinues to obstruct fairness and justice for the marginal
ized groups in our society, because of their focus on 
societal-level impact, they have not tackled the claims 
about the influence of AI at the workplace.

Although critics of AI have largely overlooked its 
impact on work within organizations, the management 
literature has a well-developed body of research on tech
nology and organizing that can inform our understand
ing of this problem. These studies have demonstrated 
how technology serves as a tool for getting work done 
(Barley 1986, Nelson and Irwin 2014, Anthony 2021), as 
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well as a medium for collaborating and facilitating inter
actions across roles (Bechky 2003a, Kellogg et al. 2006). To 
avoid taking claims about technology use at face value, 
organizational scholars within these tool and medium 
perspectives have embraced ethnographic methods, dis
entangling the symbolic and material dimensions of tech
nology. These studies show that when technologies are 
heavily valued for what they symbolize, claims about 
them may not reflect use. For instance, Beane (2020) 
found that surgical robots were not used by hospitals and 
were abandoned in storage closets. However, these hos
pitals still touted their robots in promotional materials 
and digital media, attracting students and patients, as 
well as driving fundraising efforts. Similarly, firms, 
and especially startups, may exaggerate the effective
ness of AI, even when it does not yet work, to secure 
venture capital funding (Shestakofsky 2017). Ethno
graphic studies enable in-depth examination of how 
technologies are used in practice and how use can 
shape and is shaped by different groups within organi
zations (Orlikowski 2000, Orlikowski and Scott 2008). 
Taking a grounded perspective on how AI is integrated 
into organizations is particularly important because of 
deterministic narratives about AI in the popular press: 
even just using the words “artificial intelligence” has 
meaning and symbolic value. Ethnographic approaches 
thus may help to counter superficial narratives about AI 
by illustrating how it is used on the ground.

However, despite their use of ethnography, our current 
perspectives on technology, as a tool and as a medium, 
may struggle to counter the hype about human-AI collab
oration because of the way they conceive of technology 
and how people work with it. One reason for these strug
gles is that AI diverges from past technologies and might 
require a different perspective on technology and some 
creative twists on traditional ethnographic approaches. 
Indeed, AI has three specific material characteristics, con
stant change, invisibility, and inscrutability, that may 
challenge traditional approaches to the study of tech
nology and work. This combination of characteristics, 
although not individually novel or definitively problem
atic, in degree and combination limit the applicability of 
the management literature’s typical focus on technology 
as a tool and a medium. Furthermore, the production 
and use of AI involves a broad swathe of stakeholders in 
and across organizations whose assumptions and inter
ests influence design, development, implementation, and 
use. It thus calls for a broader view, tracing interactions 
across contexts and expanding analysis upstream from 
use, to develop the much needed rich and deep under
standing of how AI is developed and used in practice in 
organizations.

Therefore, examining AI and work may require 
scholars to take a different perspective and approach 
than the tool and medium perspectives, which focus 

predominantly on practices shared by users in getting 
their work accomplished. Building on literature from 
cognitive anthropology and science and technology 
studies, we propose researchers consider AI as a coun
terpart by treating it as an actor within a system of rela
tions that extend outside of its immediate context. Such 
a perspective examines AI’s role in an ecosystem of 
interactions and relationships with and across the mul
tiple actors involved in its creation and deployment. 
Building on the rich constructivist positions and ethno
graphic approach of the tool and medium perspectives, 
we argue for close study of the interactions that actors 
within different occupations and organizations have 
with AI to develop the much-needed grounded under
standing of AI and work.

Such an approach requires that researchers experi
ment with traditional practices of ethnography, which 
face limitations when it comes to studying AI as a coun
terpart and exploring the system-level dynamics of AI at 
work. The ethnographic approaches associated with tool 
and medium perspectives tend to focus on local imple
mentation and user groups, which constrains research
ers’ ability to uncover the broader dynamics among 
stakeholders that influence collaboration and work. Al
though the growing number of ethnographic studies of 
AI (Elish and Watkins 2020, Sachs 2020, Lebovitz et al. 
2022) have generated important insights into its effects 
on work in organizations, they are mostly still taking 
a tool or medium perspective. To take a counterpart 
perspective to study AI, developing a grounded and 
system-level understanding of how it intersects with 
work, requires extending our methodological reach. We 
argue that relational ethnographic approaches (Desmond 
2014, Clarke 2015) provide useful strategies for scholars 
who want to use ethnography to examine how AI shapes 
work and collaboration in organizations. Relational eth
nography enables exploration of the dynamics between 
and across actors in a field (or in the case of AI, a system 
of work) by focusing on “processes involving configura
tions of relations” among those actors (Desmond 2014, 
p. 547). Expanding our methodological reach through a 
relational approach will require some broadening of our 
research strategies and development of additional skills, 
which we discuss.

Challenges of Working with AI
Organizations rely on technologies to accomplish work: a 
reality that has only intensified with the exponential rate 
and pace of technological change over the past half cen
tury (Barley 1996, Leonardi and Barley 2010, Cohen 
2016). Thus, perhaps not surprisingly, the study of work
place technologies has a long and rich tradition within 
organizational theory (Barley 1986; Bechky 2003a, 2020; 
Mazmanian 2013; see Zammuto et al. 2007, Orlikowski 
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and Scott 2008, and Leonardi and Barley 2010 for 
reviews). These studies embrace a definition of technol
ogy understood as a “bundle of material and symbol[ic] 
properties packaged in some socially recognizable form, 
e.g., hardware, software, techniques” (Orlikowski 2000, 
p. 408). They depart from early research that treated tech
nologies as objective, their features determining patterns 
of use. Instead, this research highlights the social con
struction of technology showing that interpretations and 
meanings held by users impacts the ways technologies 
figure into tasks (Edmondson et al. 2001, Leonardi and 
Barley 2010, Nelson and Irwin 2014, Fayard et al. 2016). 
Indeed, scholars have found that the use of technologies 
is highly situated, such that the same technology may be 
interpreted and used differently (Orlikowski and Gash 
1994, Benner and Tripsas 2012, Mazmanian 2013).

We believe that the prior literature on technology and 
organizing has much to contribute to our understanding 
of AI. Technologies in the workplace are understood 
broadly and include generic software like spreadsheets, 
PowerPoint, and email, as well as more targeted de
vices like computed tomography (CT) scanners and ro
bots. Scholars have shown how these technologies may 
underpin expertise (Nelson and Irwin 2014, Anthony 
2021), enable coordination (Bechky 2003a, Beane and 
Orlikowski 2015), define roles and organizations (Weick 
1993, Tripsas 2009, Cohen 2013), and challenge interac
tion patterns across well-established hierarchies (Barley 
1986, Edmondson et al. 2001, Leonardi 2013). Thus, when 
considering the claim that AI might work together with 
users, we have considerable theory from which to un
pack such a premise.

However, important aspects of AI, namely its cons
tant change, invisibility, and inscrutability, call into 
question the applicability of prior findings about tech
nology and work. Although these properties may not 
be exclusive to AI, their nature, degree, and combina
tion raise questions about the appropriate approach to 
take to studying AI. First, due to machine learning, AI 
applications may constantly change, without direct 
instruction by an actor. Prior literature notes that fea
tures of technologies can change (Tyre and Orlikowski 
1994, Nelson and Irwin 2014), yet in existing studies, 
such changes tend to be episodic and made intention
ally by designers and/or vendors. As a result, prior 
studies tend to focus on the impact of discontinuous 
technological change on social relations, but the mate
rial features of technology are otherwise treated as sta
ble in their ongoing effects on users.

Additionally, the materiality of AI may not be visi
ble. It may be difficult to literally “see” the technology 
and observe it. The shift to digital work has already 
made much work less visible (Riopelle 2013), but when 
machine learning underlies digital technology, the ma
teriality of the application is opaque. AI applications 
may not have clear digital interfaces for different groups 

to interpret and make sense of. Because AI may be run
ning in the background, users may even be unaware of 
it. Even when users are aware of applications using 
machine learning, these applications may be inscrutable, 
meaning that both users and designers encounter AI as 
a black box. Although many technologies may be black 
boxed by users, including computers, cars, and even 
mechanical pencils (Anthony 2018), these can be “un
packed” by users who have relevant expertise. By con
trast, rules that govern inputs and calculations may shift 
such that even designers may not be able to understand 
the relationship between variables.

In practice, these material properties often coexist, 
which can lead to cascading effects that amplify chal
lenges. For instance, when a technology is invisible, 
then it is not questioned or examined, which reinforces 
its inscrutability and allows constant change to con
tinue unnoticed. The consequences of such combina
tion depend on the context of the AI system and thus 
must be attended to by researchers.

Beyond these material properties, AI also has extreme 
symbolic value: It is a general-purpose technology with 
espoused vast application that has captured public imagi
nation. Although many technologies may have symbolic 
value, including DNA profiling techniques (Bechky 2020) 
and engineering tools (Elsbach 2003), this value tends to 
be much more localized within specialized contexts. By 
contrast, the stories about AI and what it symbolizes 
seemingly implicate the entire economy: from individual 
workers to consumers to organizations and whole indus
tries. This has fueled considerable hype, including about 
how humans can collaborate with AI.

In the following sections, we review prior literature 
on technology and organizing by focusing on two per
spectives that each take a different analytic focus on the 
role of technology in work: technology as a tool and 
technology as a medium. We discuss how AI’s charac
teristics may present distinctive challenges for these 
dominant perspectives. We then build on literature 
from cognitive anthropology and science and technol
ogy studies to propose a third perspective, technology 
as a counterpart, which embraces a system lens and 
may help overcome the challenges that AI poses for 
existing literature. Table 1 provides a summary of the 
three perspectives for studying AI and work.

Technology as a Tool: How Technologies 
Support Tasks and Work
Literature that takes a tool perspective examines how 
technologies are used to accomplish tasks, focusing on 
the skill and expertise of users (Kaplan 2011; Mazmanian 
2013; Nelson and Irwin 2014; Anthony 2018, 2021; Beane 
2019). When scholars apply this lens to the study of tech
nology, they tend to focus on the repeated interactions 
between users and technologies after they “arrive” in a 
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workplace. In particular, researchers focus on how inter
pretations and practices impact the ways in which tech
nologies and their material properties figure into tasks. 
For example, a tool perspective taken to the study of 
spreadsheet technology would consider how users in
terpret and unpack the features of spreadsheets to per
form key aspects of their work. Knorr Cetina (2010), for 
instance, found that financial analysts often use spread
sheets to support how they gather, transform, and inter
pret data. Their matrices of rows and columns allow 
analysts to sum and analyze data, allowing “deepening 
and enrichment of the analyses by making it easy to regis
ter and compare relevant numbers over time and across 
similar entities” (Knorr Cetina 2010, p. 190). Scholars who 
take this constructivist perspective on the study of tech
nology have uncovered that users’ expertise and skill are 
often formed in relation to tools (Knorr Cetina 1999, 
Myers 2008, Kaplan 2011, Nelson and Irwin 2014).

A tool perspective highlights that the way users work 
with their technologies is shaped by whether they rely 
on them without questioning or understanding how 
they work. In some instances, technologies are treated as 
trustworthy even if their users do not understand their 
inner workings (Barley et al. 2018). For example, one 
does not require an understanding of how pistons fire 
within an internal combustion engine to start up and 
drive a car; we trust those who have designed, built, 
and regulated the car. As a result, the functioning of 
technology can become taken for granted as working a 
certain way without direct understanding and observa
tion. Scholars have referred to this as the black boxing 
of technology (MacKenzie 1990; Marx 2010; Anthony 
2018, 2021).

Although some of the literature agrees with a lay 
intuition that tools do not have to be examined to be 
used (Simon 1947), other studies of the construction of 
knowledge and expertise have demonstrated that ex
perts have a strong desire to understand and unpack 
their tools (Bailey and Barley 2011, Anthony 2021). 
Many expert users avoid black boxing tools, or trust
ing them without understanding how they work, by 
engaging in considerable effort to unpack and develop 
understanding of materially embedded features that 
might shape work outcomes. These include strategies 
of comparing data and features of the technology to 
other sources of information and technologies (Dodgson 
et al. 2007, Bailey and Barley 2011). For instance, physi
cists may run multiple scenarios in an analytical tool and 
compare variance in their data plots (Knorr Cetina 1999). 
Through these comparisons, users “[unravel] … the fea
tures of physical and technical objects, of their details, 
composition, hidden sequences, and behavioral impli
cations” (Knorr Cetina 1999, p. 71), which can shape 
ongoing patterns of use. Studies that take a tool perspec
tive have found that whether users black box technolo
gies or seek to unpack their inner workings often rests 

with the expertise and practices of users: the more expert 
a user, the more capable they are in questioning their 
tools. Novices may find technologies obscure or difficult 
to understand, but expertise with a technology develops 
hand-in-hand with its exploration (MacKenzie 1990, 
Bailey et al. 2012).

However, although the desire to unpack technologies 
has historically reflected users’ skill and social position, 
with AI, this may not be the case. First, unpacking how 
technology works presumes that users can see the tool 
and recognize that they are interacting with it. AI, how
ever, may be invisible to users, running in the back
ground without signaling its presence (Gillespie 2012). 
Even if they “see” it, because of AI’s inscrutability, users, 
regardless of their expertise, may struggle when trying 
to figure out how AI actually works (Burrell 2016, Faraj 
et al. 2018, Christin 2020). For research that takes a 
tool perspective, the inability to unpack how AI works 
may disrupt interactions between users and technology: 
More expertise may not necessarily afford users under
standing of how their AI tools function. Furthermore, 
prior literature suggests that when those working with 
technology confront problems or misunderstandings, 
they may tweak the tools (Von Hippel 1976, 1986, 2005). 
Yet because AI’s materiality is inscrutable, users cannot 
necessarily do so. Thus, although prior literature within 
the tool perspective considers black boxing as a set of 
actions and approaches that derive from users, AI’s 
inscrutability may make it a black box even to those who 
seek to unpack it. Functions may be so complex that “no 
human can understand how the variables are jointly 
related to each other to reach a final prediction” (Rudin 
and Radin 2019, p. 3), meaning that users may have little 
choice but to trust AI, including both its equations and 
the database used to train it. Using and trusting an AI 
tool without understanding how it works may open 
experts up to professional risk and status threat and 
raises the question of who or what holds authority over 
ultimate outcomes. This may have profound conse
quences for our understanding of expert work, the use 
of technologies, and accountability, all which stem 
from the fundamental question: How do people work 
with an inscrutable technology that is encountered as a 
black box?

The inscrutable nature of AI therefore raises new 
questions for research that takes a tool perspective 
and looks at how experts develop skill and under
standing in relation to their tools due to the difficulty 
to unpack and examine technologies. One possibility 
is that when experts encounter an AI recommenda
tion, they may not necessarily trust or defer to it, espe
cially if it conflicts with their own expectations. For 
instance, Lebovitz et al. (2022) found that when radiol
ogists could not discern how a diagnostic algorithm 
was arriving at its conclusions, doctors decided to 
override the tool and rely on their own professional 
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judgement. This suggests that experts may choose not 
to use a technology that they encounter as a black box 
and raises new yet unanswered questions: When and 
how might users choose to not use AI? Under what 
conditions does any benefit of using a black box out
weigh the risk of professional threat? Furthermore, 
who, or what, is accountable for outcomes when an 
expert user cannot verify how an AI tool is coming to 
its conclusions?

Yet when AI is encountered as a black box, instead of 
learning about how users unpack technology, research
ers instead may be studying narratives and stories that 
emerge through superstitious learning. Because tradi
tional practices for directly examining the technology’s 
material properties are not possible due to its inscruta
bility, stories may play a unique and privileged role in 
compelling the use of AI. Scholars have found that users 
often configure social interactions to question tools and 
avoid black boxing them (Anthony 2018, 2021). For 
instance, users may engage in informal interactions and 
conversations, have formal meetings, and draw on stor
ies of best practices to help others learn and to question 
and inspect tools and their outputs (Barley 1988, Lave 
and Wenger 1991, Orr 1996, Owen-Smith 2001, Kaplan 
et al. 2017, Bechky and Chung 2018). Through these 
interactions, users can develop and maintain deep 
understanding of technologies.

Users’ stories may rest on magical reasoning, as it is 
hard to test and verify that they reflect how an AI appli
cation actually works, and yet they still can shape 
patterns of use. When users struggle to discern how 
technologies function, they construct stories based on 
their prior experiences with other technologies, regard
less of whether these stories are correct. For instance, 
Barley (1988) observed that technicians drew on their 
experiences with other technologies like record players 
and computers when trying to diagnose problems with 
their CT scanners. This resulted in claims about pro
blems with the CT scanner to help stabilize and normal
ize technology problems, even when claimed causes 
(like burnt-out circuit boards or short wires) were not 
present. Moreover, because the logical sequences of 
AI applications are constantly evolving, the technology 
might change unbeknownst to users, and a working 
story may become further disconnected from techno
logical reality. This combination of inscrutability and 
constant change may further amplify the disconnect 
between the “rhetoric” and “reality” of narratives and 
AI’s materiality. Therefore, taking a tool perspective to 
study AI might constrain scholars to focus on symbolic 
narratives of the technology, including questions like: 
What are the consequences of AI use driven by uncon
firmed and outdated stories? Furthermore, how might 
stories coevolve with AI?

Although scholars taking a tool perspective may wind 
up studying the construction of narratives and stories, 
these stories are still consequential to action. Indeed, it 
is possible that stories about how AI algorithms work, 
regardless of their accuracy, may shape outcomes. For 
instance, the study of Elish and Watkins (2020) of Sepsis 
Watch, an AI-based tool that predicts the risk that a 
patient develops sepsis, found that nurses had to engage 
in considerable effort to explain the tool’s sepsis risk 
score to attending physicians. However, because the 
tool’s AI was a “noninterpretable algorithm” that did 
not explain how it arrived at its risk scores, often times 
the nurses misunderstood the algorithm. As a result, 
their explanations and stories misrepresented how the 
model actually worked. These healthcare workers treat
ing sepsis patients were lucky that emerging stories 
about how AI worked, despite incorrect interpretations, 
coincidentally led to positive treatment outcomes. In 
other cases, users may not be so lucky. Incorrect stories 
and beliefs about how technologies work that are rooted 
in the material properties of AI might lead to actions that 
exacerbate problems and result in unexpected outcomes. 
This suggests that we need more understanding about 
what people do when they are telling stories about AI. 
How do users form their beliefs in the first place? How 
do they convince others their emerging understanding 
is correct? What enables collective agreement?

As discussed, taking a tool perspective to the study of 
AI surfaces tensions for our theories about how experts 
develop skill and use technologies in their work due 
to AI’s invisibility, inscrutability, and constant change. 
Although these tensions lead to important questions 
about expertise and AI adoption for users, they ulti
mately focus on the struggle users may have in their 
sensemaking of AI tools. Because of this focus, these 
studies tend to ignore the social dynamics underpin
ning the construction of AI before it arrives in the work
place. As a result, the role of developers who design 
and train AI applications and managers who choose to 
purchase and implement AI within an organization are 
broadly overlooked. Furthermore, by approaching AI 
as a tool, we sacrifice developing an understanding of 
the broader social and political context of work, ignor
ing dynamics across actors. Indeed, this perspective on 
technology misses the role that those in the local envi
ronment of users, such as other occupational groups 
and even clients, might play in shaping how AI and 
humans work together. These dynamics are particu
larly important if we want to investigate the collabora
tion implications of AI in organizations. We therefore 
turn next to theories that focus on technology as a 
medium of collaboration, as these provide ideas about 
how AI fits with our existing understanding of how col
laboration processes unfold.
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Technology as a Medium: How 
Technologies Enable Collaboration 
Between Groups
Collaboration between groups in organizations often 
relies on technology, because groups are working with 
technologies to get their tasks done and to commu
nicate. When scholars conceptualize technology as a 
medium for collaboration, they take the perspective 
that machines and technologies help people to make 
sense of their joint work and develop the knowledge 
needed to solve their problems (see Table 1 for a sum
mary of this perspective). Given narratives that AI will 
be a supportive collaborator, interrogating how AI 
might be used as a technology for collaboration requires 
thinking about how AI helps people solve problems 
and accomplish joint tasks in organizations.

Organizational studies of collaboration focus on the 
practices that enable different groups to work together. 
Studies of collaboration have found that structural me
chanisms (Okhuysen and Bechky 2009) and dialogical 
processes (Tsoukas 2009, Fayard and Metiu 2014) enable 
the incorporation of multiple perspectives into solutions 
(Hardy et al. 2005) and help develop common under
standings about the work (Bechky 2003a). Technology 
plays a particularly important role as a medium for 
building common ground by supporting knowledge- 
sharing, facilitating communication, and making it easier 
to span boundaries across groups with different exper
tise, interests and power (Carlile 2002; Bechky 2003a, b). 
By contrast to the tool perspective, which is focused pri
marily on individual and shared collective interpreta
tions of technologies as they use them, the medium 
perspective stresses the “interpretive flexibility” of tech
nologies across parties and shows how people use them 
to collaborate in their work.

Spreadsheets continue to be a useful illustration here, 
as scholars have not only shown how individuals inter
pret them as a tool in their work but also have examined 
how members of organizations collaborate to solve pro
blems using spreadsheets. In fact, some early studies of 
spreadsheet use noted that, although they were initially 
expected to be a calculative tool for individual users, 
most of the actual use of spreadsheets in organizations 
emerged collectively between people (Nardi and Miller 
1990). Organizational members with different levels of 
interest and technical acumen with the spreadsheet 
worked together to share domain knowledge, building 
models based on their local expertise in areas such as 
product sales or budgeting and refining the spreadsheet 
calculations in discussions that spanned the organiza
tion. Hence, considering spreadsheets as a medium 
highlights the varied interpretations of disparate groups 
and reveals how their use enables members to coordi
nate their work across these groups.

The way groups work with technologies creates a 
variety of different meanings and practices, enabling 
groups to use technologies as boundary objects (Star 
and Griesemer 1989) to mediate their collective work. 
Because boundary objects are interpretively flexible, 
groups that come from different thought worlds 
(Dougherty 1992) can relate these technologies to their 
own work practices (Bechky 2003a) while using them to 
better understand the work of other groups. Information 
technologies are one example of boundary objects in orga
nizations, as they can be used by boundary spanners to 
create shared meanings and practices across communities 
to collaborate (Levina and Vaast 2005).

How groups flexibly use technologies to mediate 
joint work is challenged in the context of AI, because it 
is less visible, constantly evolving, and more inscrutable 
than prior technologies studied by scholars of collabora
tion. The features of AI algorithms are frequently un
observable, and people thus can only use the output. 
This can make problem-solving difficult. For instance, 
when Medicaid changed its algorithm for funding home 
healthcare assistance, all that was communicated was 
that coverage should be denied (Hao 2020). Because the 
logic of AI was invisible, neither patients nor healthcare 
providers could make sense of this algorithmic deci
sion. The invisibility and inscrutability of AI means that 
it can be difficult to ground in organizational practices: 
The people using it can have trouble anchoring under
standings of algorithms to their work. Moreover, given 
that the algorithm can change over time, as in the 
Medicaid case, interpretations are further destabilized. 
In instances such as this, where the implementation of 
AI combines invisibility, inscrutability, and constant 
change, it is not surprising to see a cumulation of pro
blems and many barriers to coordinating the work. 
Thus, the use of AI in organizations invites us to recon
sider how collaboration across groups unfolds. It opens 
up questions regarding what the negotiation of mean
ing might look like between people collaborating using 
AI, whether and how common ground might be estab
lished, and how AI might be used as a boundary object.

How can meaning be negotiated around the use of 
AI? Usually, establishing common ground entails a con
frontation between the context and the multiple perspec
tives of the people collaborating: active meaning-making, 
disagreement, and back and forth dialogue (Gittell 2002, 
Gittell et al. 2010, Anthony 2018). Sharing knowledge and 
communicating openly can become complicated when 
collaborators cannot understand or unravel the assump
tions of the technology they are using. Implicitly, build
ing common ground necessitates that assumptions and 
knowledge can be surfaced and, once visible, be negoti
ated. By encoding decisions invisibly, AI does not offer a 
means for people to confront assumptions and expose 
the nuances of the surrounding social context.
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AI may not only complicate meaning-making dialo
gues between collaborators using it, but by incorporat
ing AI into decision making, some conversations may 
be completely elided. For instance, consider the use of 
AI applications for hiring, which are promised to offer 
increased efficiency (speed, increased number of appli
cants screened, etc.) and the reduction or even removal 
of individual human resources (HR) manager’s biases 
(Dastin 2018, Harwell 2019, Raghavan et al. 2020). 
Hence, organizations often adopt them without consid
ering the risks of reinforcing biases and reducing diver
sity (Ajunwa and Greene 2019, Kellogg et al. 2020). If 
adopted, these technologies rank resumes or videos of 
candidates, often without anyone in the organization 
ever seeing unselected applications. This is problema
tic because hiring decisions create better employee fit 
when recruiters and managers have collaborative dis
cussions about desired employee characteristics (Cohen 
and Mahabadi 2021). Moreover, these types of algo
rithms potentially eliminate any consideration of char
acteristics that candidates might exhibit in interviews 
that were not anticipated by the algorithms’ designers. 
As in hiring, other collaborations using AI for decision 
making may not ever get to a moment of negotiation.

However, scholars have demonstrated that in situa
tions where dialogue is not possible, people can often be 
quite creative in working around the constraints of rigid 
technologies (Leonardi 2011, Pine and Mazmanian 2017). 
Therefore, it makes sense to consider whether AI algo
rithms might be used as boundary objects between dif
ferent groups, even though they can lack the flexibility 
that is necessary for groups to fit them into their regular 
work practices and be useful as a medium of collabora
tion. A set of recent studies suggests that rather than 
develop common ground around AI, different groups 
engage in “repair work” to integrate AI into organiza
tions (Sachs 2020). Algorithmic output does not always 
seamlessly fit with organizational practices, and multiple 
groups may participate in the repair of these issues. For 
example, Valentine and Hinds (2021) found that buyers 
at an online retail organization overrode AI’s suggestions 
based on their own understanding of customer taste.

Yet, with repair work, AI’s inscrutability may con
strain problem solving, as the groups end up correcting 
and explaining AI to make it possible for the organiza
tion to use the algorithm at all (Elish and Watkins 
2020). This is not a type of collaboration in which 
groups solve problems and learn more about one 
another’s work but rather a way to integrate output 
effectively into organizational processes. Moreover, if 
AI is inscrutable to these groups, the explanations they 
make may spread the magical narratives of AI de
scribed earlier to others in the organization, rather than 
being grounded in reality.

These studies show the tensions between the different 
interpretations developed by multiple groups engaging 

with AI. Scholars who consider technologies as a 
medium for collaboration note that the work around 
these objects is shaped by status differences and can 
impact the social dynamics of groups. Technologies 
can be a source of symbolic authority and legitimacy 
and shape the status hierarchies of their users (Barley 
1986, 1988; Bechky 2003b). Status relationships between 
collaborating groups can also change when AI is intro
duced. In a study of algorithmic policing, Waarden
burg et al. (2022) show the emergence of a new role, 
information system officers, who were in charge of cre
ating documents to translate algorithms’ recommenda
tions to police officers. By using these documents to 
explain the algorithm’s output to police officers, infor
mation officers became the voice of the algorithms 
while gaining power.

Therefore, when thinking about AI as a medium for 
collaboration between groups in organizations, we need 
to investigate how AI is being constructed, interpreted, 
and used by those groups. What are the qualities of AI 
as a boundary object? Does it change the practices by 
which groups develop common understandings that 
enable them to work together? How might it alter the 
status dynamics of the groups who use it in their work? 
How might the use of AI for collaboration serve as a bar
rier to negotiation and meaning-making? Alternatively, 
how could the development of AI trigger processes 
within organizations that open up discussions and cre
ate shared understandings?

Considering AI as a medium surfaces the ways in 
which AI’s inscrutability, invisibility, and constant change 
may affect how groups establish the common under
standing necessary for effective collaboration. This per
spective, much like the lens of technology as a tool, 
foregrounds the practices and choices of users as they 
develop expertise and work with one another. Because 
analyses of technology within the medium perspective 
are bounded to the ways AI is used during collabo
ration, it does not engage with questions of where the 
technology comes from and does not give us enough 
leverage to examine the complexity of organizational 
decision making around AI. Moreover, although the 
medium perspective engages with power and status dis
tinctions in a more substantive way than the tool per
spective, it focuses on distinctions between roles and/or 
groups rather than engaging with the broader organiza
tional and institutional contexts of the work. Thus, this 
perspective also does not provide a broad enough lens 
to contend with the power relations that shape the de
velopment and implementation of algorithmic technolo
gies. As some organizations take seriously media claims 
about AI as a collaborator and try to implement AI as a 
“magic” element of “super-teams,” it is important to 
think about what this implementation might mean: 
what are the relationships that impact how AI will be 
adopted and used inside organizations? This requires 
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revising our ideas about our relationship to technol
ogy and considering its role in the broader system 
level of work. To do so, we will draw on theories that 
have taken a system view on the development and use 
of technology and consider how AI might be concep
tualized as a counterpart in collaborations within and 
across organizations.

Technology as a Counterpart: How 
People and Technologies Interact Within 
a System of Work
As we discussed, tool and medium perspectives are lim
ited when trying to understand how AI and humans 
might work together. Because of AI’s invisibility, in
scrutability, and changeability, perspectives that focus 
narrowly on users and local interactions may end up 
studying emerging narratives about how AI works and 
struggle to observe how AI is used in collaboration. By 
focusing on local practices, scholars embracing a tool or 
medium perspective risk exacerbating the challenges 
that AI’s particular material aspects may pose, overlook
ing the multiple actors (including producers, audiences, 
and regulators), structures, and interactions that shape 
these very properties in the first place. In addition, 
because of their focus on local action, these perspectives 
struggle to capture the power and politics involved in 
AI development and implementation.

To overcome these challenges, we leverage theories 
outside of organizational studies and management, in
cluding distributed cognition (Hutchins 1991, 1995) 
and actor network theory (ANT) (Callon 1984; Latour 
1987, 2005). We propose conceptualizing AI as an active 
counterpart in a system of interactions to unpack and 
understand its role in organizational processes, as well 
as the unintended consequences that might emerge 
from all stakeholders working “with” AI (see Table 1
for a summary of our proposed perspective). Systems 
are a set of related components that work together to 
perform whatever functions are required to achieve the 
system’s objective (Meadows and Wright 2008). We 
argue that a system view allows us to better account for 
different stakeholders and components involved in the 
creation, implementation, and use of AI within organi
zations. In a system view, the focus is not on individual 
actors but on how knowledge creation and work result 
from interactions between different agents. Such other 
agents do not need to be human agents. Taking a sys
tem lens and acknowledging the role of AI as an actor in 
that system allows us to attend to broader consequences 
when it comes to unpacking the power dynamics be
tween producers, implementers, and users of AI and the 
ethical issues that might arise. This proposed perspective 
does not assume that a technology is only in one location, 
but rather is actively implicated at each point of interac
tion, which may help to overcome challenges posed by 

AI’s invisibility and inscrutability. In addition, studying 
technology as embedded in a system and constantly 
emerging through interactions presumes the technology 
is in constant change.

Take the case of spreadsheets, which as we have illus
trated can be understood through tool and medium per
spectives for collaboration. They can also be analyzed 
as a counterpart involved in a system of work which 
includes multiple actors and where spreadsheets have 
agency. Since spreadsheets’ creation in 1978, they very 
quickly became authoritative, enacting a narrative of 
numbers where “businessmen are not telling but letting 
the spreadsheets do the talking” (Levy 1984). Many 
spreadsheet users take the accuracy of their figures and 
formulas at face value, forgetting that they rely on 
assumptions made by the model makers. A system view 
of spreadsheets invites us to deconstruct the authority of 
the figures produced by spreadsheets, their users and 
model makers (who might not be the end users), to high
light the power relationships between these different 
actors, and to question the quantitative view of the 
world embedded in and enacted through spreadsheets 
(Levy 1984). Moreover, because spreadsheets enable 
users to contemplate and explore scenarios in a rela
tively simple, ubiquitous fashion, they allow everyone 
in the organization to engage with modeling tasks (Levy 
1984), which suggests their role in distributed decision 
making rather than individual calculating.

We draw on theories from cognitive anthropology and 
science and technology studies, – specifically, distributed 
cognition (Hutchins 1991) and ANT (Callon 1984, Latour 
1987), to propose an analytic perspective to study AI and 
work in organizations. In this systemic view, technology 
acts as an active counterpart. Hutchins’ conception of 
distributed cognition (Hutchins 1991, 1995) suggests that 
cognition is not an individual activity taking place in 
one’s head but a set of interactions and relations among 
different elements of a socio-technological system. In his 
study of the navigation of a Navy ship, Hutchins (1995) 
defines navigation as a cultural activity system that has 
cognitive properties in its own right that cannot be re
duced to the cognitive properties of individual sailors 
who participate in the navigation system. From a dis
tributed cognition perspective, technological artifacts 
are more than tools or a medium. Navigation is enacted 
through the interactions between different elements of 
the ship’s system: humans and nonhumans. Bearing 
recording, a crucial activity for maneuvers to enter a 
harbor, involves multiple human actors (the bearing 
recorder, several pelorus operators, and the officer) 
and multiple artifacts (including the chart table, alidade, 
the ship’s clock, a log book, and the landmarks), all 
located at different places on the ship (the pilothouse 
and platforms on each wing of the ship). Across these 
different actors, information is encoded, interpreted, 
transformed, and acted upon. Recognizing the agentic 
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role of technological devices suggests how introducing 
additional artifacts radically changes the flow of infor
mation and the work practices, thus potentially creating 
the need for new structures. In the context of AI, recog
nizing the agentic role of AI invites us to be aware of 
the material consequences it can have on work practices 
by making some of the information used in decision- 
making processes invisible and thus inhibiting the inter
pretation process.

ANT (Callon 1984; Latour 1987, 2005) also offers a 
system perspective for conceptualizing technology as a 
counterpart. ANT highlights the importance of devel
oping system-level understandings of technological in
novation and knowledge creation, which are described 
as networks involving human and nonhuman actors. 
Not only does ANT assign agency to both human and 
nonhuman actors (e.g., artifacts), but it also rejects onto
logical differences between humans and objects and 
makes the relationships between these actors central to 
the analysis. In this paper, we sidestep debates regard
ing the ontological differences between humans and 
objects but embrace a system lens that draws on ANT’s 
acknowledgment of the diversity of relationships and 
multiplicity of actors (individual, organizational, insti
tutional; human and nonhuman) involved in the devel
opment, implementation, and use of technology. We 
believe that ANT still provides a useful lens even if one 
remains agnostic about the ontological nature of objects 
and technology. For example, in his analysis of Pas
teur’s success in changing behaviors in France when it 
came to health and sanitation, Latour (1988) argued 
that Pasteur’s success could not be reduced to his scien
tific discoveries. He highlighted the importance of sur
rounding factors such as Pasteur’s collaborators’ work, 
his ability to capture the attention of multiple interest 
groups, and his connections with the public hygiene 
movement and the medical professions, as well as arti
facts and the details of his laboratory, including his 
decision to extend his experiments outside of the tradi
tional laboratory. Artifacts allowed Pasteur to simplify, 
make visible, and create evidence that were used to 
convince different audiences (Latour 1983).

Putting artifacts in the forefront and giving them 
agency in a system opens up important discussions 
about power. Indeed, if we consider that artifacts have 
agency, this suggests that they also have politics (Winner 
1980, Latour 1988). Latour showed how artifacts and 
inscription devices can influence public debates about 
innovation. For instance, Pasteur used statistics on an
thrax epizootic microbes to make the microbes visible 
and push his work on the vaccine forward (Latour 
1983). In other words, artifacts play a decisive role in the 
process that leads to particular technological outcomes. 
By highlighting the political nature of the processes 
involved in technological innovation, Latour uncovered 
how the interests of different groups involved shaped 

the design and implementation of technology. Although 
some scholars of sociomateriality have embraced a 
similar ontological stance to ANT vis-à-vis artifacts 
(Orlikowski and Scott 2008, Oborn et al. 2013), they 
usually do not adopt the system-level approach of ANT. 
Indeed, studies of sociomateriality zoom in on the level 
of practice (Scott and Orlikowski 2012) and interaction 
(Barrett et al. 2013, Mazmanian et al. 2014, Bailey et al. 
2022) in their attempt to understand the entwinement of 
the material and the social. In doing so, they have also 
sacrificed the study of power (Leonardi and Barley 
2010). To discern the relationships and power dynamics 
between actors involved in the development, implemen
tation, and use of AI, we borrow the analytical focus of 
the system lens of distributed cognition and ANT.

Recognizing the politics of artifacts and technology 
reminds us that technology is never “neutral.” Technol
ogies are created by people, human engineers or de
signers, who have assumptions about users, including 
their mental models and needs, which are reflected in 
design decisions (Norman 1988, Suchman 2007). This 
resonates with recent observations which show that 
biases in AI-based algorithms not only reflect the politics 
of designers, engineers, and companies alike, but also 
that they influence and reproduce societal prejudices 
and inequalities. For instance, journalists have uncov
ered the biases of Apple designers “deflecting” ques
tions about feminism and the #MeToo movement in the 
development of Siri (Eadicicco 2019), and scholars have 
demonstrated how engineers developed biased facial 
analysis algorithms with respect to phenotypic sub
groups such as dark-skinned women (Buolamwini and 
Gebru 2018).

These examples suggest that the creators of AI have a 
great deal of power that may be unobtrusive to users, 
which can create power differentials between designers 
and users. Biases inscribed in algorithms in turn influ
ence users’ decision making. Drawing on the distinction 
of Weber (2013) between formal and substantive ratio
nality, Lindebaum et al. (2020) argue that AI encodes a 
particular set of values into a reified formal model. As 
the algorithm acts, humans rely on its outputs instead of 
making plans based on their reflection about goals and 
possibilities, shifting the distribution of decision making 
(Murray et al. 2021, Balasubramanian et al. 2022). At an 
extreme, by privileging formal rationality and suppres
sing substantive rationality, AI encodes values in ad
vance of decision making, which Lindebaum et al. (2020, 
p. 249) worry implies “the end of choice.” The notion of 
biases and their reproduction opens up questions about 
the invisible work involved in the production of the 
machine learning–based algorithms and argues for ex
ploring the actions of all of the different actors involved 
in the system, including the algorithms themselves.

By unveiling the role of developers and designers of 
AI, these studies generate new paths for inquiry. They 
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show that if we want to better understand collaboration 
with AI-based algorithms, we need to understand their 
design and implementation, which requires studying 
the elaborate systems of relational dynamics between 
engineers, designers, organizational decision makers, 
and users, including important differences in power 
across these actors. Take the example of COMPAS (Cor
rectional Offender Management Profiling for Alterna
tive Sanctions), an algorithm widely used in the United 
States to predict the likelihood of recidivism, which 
was reported to be racially biased (Angwin et al. 2016). 
COMPAS’s risk scores are calculated based on the 
answers to a questionnaire that aims to assess a defen
dant’s criminal history and attitudes about crime. An 
analysis of the decisions made by judges in one Florida 
County using COMPAS made visible the influence of 
the algorithm on judges’ decisions. It showed how 
COMPAS determined which defendants were released 
on bail made reflected disparities in outcomes across 
race. The algorithm predicted that black defendants 
had a higher likelihood of recidivism than they did, 
whereas white defendants were assigned a lower risk 
than they actually had. 

Taking a system view highlights how the assump
tions embedded in the algorithm are questioned or 
reinforced over time by the other actors in the justice 
system. Hence, if we unpack the system within which 
the COMPAS algorithm is embedded, we can trace the 
relationships between the data from the questionnaire, 
the proprietary algorithm, the company that developed 
the algorithm, the designers and engineers, the defen
dants, their lawyers, and the judges.

The COMPAS algorithm is inscrutable and makes 
decisions based on assumptions that are not necessarily 
clear to the judges using the system to make decisions. 
These assumptions reflect different understandings of 
fairness encoded by the designers: either the algorithm 
aims to identify as many people who are at high risk of 
committing a crime, even though this goes along with 
the risk of a high number of false positives, or it aims to 
reduce the chance of false positive but this goes hand in 
hand with an increase of false negatives (Spielkamp 
2017). It also highlights the unobtrusive power that 
these designers have on outcomes relative to other 
actors in the system. For instance, when judges use 
COMPAS to make decisions, they may reinforce some 
of the assumptions embedded in the algorithm. As 
Spielkamp (2017) notes, this raises questions about 
who should be involved in making tradeoffs and prior
itizing considerations for society as developers create 
the algorithm and courts implement it: Lawmakers and 
an informed public become critical constituents.

As designers can have power, the participatory de
sign literature has focused on incorporating multiple 
stakeholders, and especially users, in the design of socio- 
technical systems involving work (Henderson and Kyng 

1991, Muller and Kuhn 1993, Bødker 1996). By doing 
so, participatory design aims to engage workers in the 
development of informal systems and their workplace 
(Bødker et al. 1987, Clement and van den Besselaar 
1993). Similarly, engaging multiple actors to consciously 
design algorithms that include the views and meet 
the needs of multiple stakeholders can affect how AI 
impacts work. For instance, Dove and Fayard (2020) 
organized a design workshop to explore the use of AI to 
support student mental well-being. They invited data 
scientists, professionals working with students, and the 
students themselves to work together to create the pro
cess for checking the classifications that machine learn
ing algorithms make against what they know in reality. 
This process uncovered considerable differences, across 
groups and individuals, in the interpretations of the 
sources of data and what kind of recommendations they 
might generate. Approaches that account for different 
stakeholders might help to reveal the relations between 
different actors within a system and how they shape the 
ways AI and people work together.

Taking a system view allows us not only to explore 
the nature of relationships between different actors and 
uncover underlying assumptions, but it also allows us 
to raise questions regarding who is doing the work. 
Recent widespread adoption of AI algorithms builds 
on the persistent assumption that technology helps 
people perform their tasks. Yet, some studies suggest 
that AI systems do not always help people perform 
tasks or work together. This research exposes what 
happens underneath the surface of the “magical” nar
rative of technologies: Algorithms are not truly func
tioning as advertised. Instead of the computational 
power of machine learning, people provide the knowl
edge and labor to power the AI.

The example of Amazon Mechanical Turk, with its 
reference to the historical Mechanical Turk, is evocative 
of this positive narrative while at the same time illus
trates the true dynamics between human labor and the 
algorithm. The metaphor of the “Mechanical Turk” 
provides a resonant historical image of the context of 
labor power in the service of a “thinking” machine. The 
Mechanical Turk, constructed in 1770, was a machine 
that appeared to be able to play chess against a human 
opponent, and for nearly 84 years, it won many of the 
games played during its demonstrations. It was, in fact, 
an illusion: The Turk was operated by a skilled chess 
player hidden in the technical apparatus. This example 
illustrates how the “augmented intelligence” some
times heralded by technologists and practitioners may 
in reality be powered by humans who become compu
tational labor, where people “collaborate” with AI, or 
more accurately, work for AI, to improve the perfor
mance of algorithms (Burrell and Fourcade 2021). In 
the light of the story of the Mechanical Turk, Amazon 
Mechanical Turk (AMT) is an apt name for the way the 
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platform operates. Irani (2015) shows how the work 
done by workers on AMT is menial labor that replaces 
the work that originally was supposed to be done by AI 
algorithms. As Irani (2015, p. 771) notes, “Like ‘cloud 
computing’ services more generally, AMT offered im
mediate, on-demand provisioning of computational 
power accessible through computer code. In this case, 
however, the computational power was human.” Irani 
shows how AMT proposed “humans as a service” to 
complement or replace AI and support a separate, 
higher-paid creative class of workers.

Shestakovfsky (2017) discovered a similar relation
ship between the promised capabilities of technology 
and its working capabilities. His ethnographic study of 
a tech startup developing AI algorithms to match ser
vices and providers explored the relationship between 
workers and the evolving technology and found that 
workers engaged in computational labor to support the 
algorithms, or in some cases, fully carry out the match
ing work the algorithms purportedly performed. In both 
Irani’s and Shestakofsky’s studies, human-AI collabora
tion was characterized by people engaging in forms of 
labor that propped up the AI. In other words, these two 
studies highlight how new work divisions are produced 
in organizations where algorithms, and their promise, 
define and structure the tasks done by people.

The recent scholarly work on AI use and implementa
tion in organizations paints a somewhat grim picture of 
the role of workers who substitute for under-performing 
AI algorithms. As Irani (2015) and Shestakofsky (2017) 
demonstrate, workers who end up “working for” AI 
typically are precarious contingent or outsourced work
ers with low status in their organizations, despite the 
criticality of the work that they do for the organization. 
This is not without precedent: scholars studying out
sourced work demonstrate that often outsourced work
ers are given low status tasks and treated as nonexperts 
by those in the United States (Metiu 2006, Leonardi and 
Bailey 2017). Indeed, outsourced workers supporting 
and repairing AI to maintain the illusion of AI-run pro
ducts and services offered by their employing organiza
tions belong to the general population of precarious 
workers and are intended to be “disposed of” once the 
algorithms they are repairing begin working. These 
examples question the promise of AI as a counterpart 
and highlight the need to examine all the actors involved 
in AI as a system, including the invisible human actors 
who might be laboring behind the scenes to make sure 
that the algorithms appear to “work.”

More broadly, these studies point to the fact that 
most of AI today is powered by humans. Indeed, 
machine learning algorithms need to be trained, and 
for this, humans are essential. According to a study by 
Cognilityca, 80% of the time of AI projects involves col
lecting, cleaning, and labeling data to be used to train 
algorithms (Schmelzer 2020). The central role of humans 

for the success of AI projects leads to this somewhat anti
nomic expression of human-powered AI, reminiscent of 
the Mechanical Turk. Yet, such examples also remind us 
to be wary of the power relationships existing between 
different actors: AI, engineers, data scientists, design
ers, workers, users, and managers. Not all humans 
are turned into computational labor; some (managers, 
venture capitalists) benefit from human-powered AI. 
For instance, some recent studies have shown how 
AI-based algorithms control workers, serving as a man
agerial tool rather than a means to collaborate (Rosen
blat 2018, Kellogg et al. 2020, Fayard 2021). As Burrell 
and Fourcade (2021) argue, this power differential may 
actually result in a divide between “coding elite, who 
hold and control the data and software, and the cyber
tariat, who must produce, refine, and work the data 
that feed or train the algorithms, sometimes to the point 
of automating their jobs and making themselves re
dundant” (p. 215). Taking a system perspective will 
allow us to fully trace the dynamics of AI implementa
tion to understand who gains and who loses.

Echoing Suchman (2007), we argue that the develop
ment of AI and the idea of human-AI collaboration also 
requires us to interrogate our view of shared under
standing, a central dimension required for effective col
laboration, as being accomplished solely by human 
beings interacting with each other. As discussed previ
ously, most studies of collaboration refer to humans 
using artifacts or machines, where a clear demarcation 
between humans and artifacts is made. The notion of 
human-machine interactions that surfaced in the 1980s 
to refer to the use and design of computers presumes a 
different type of relation between humans and machines 
than one of use, opening up questions regarding shared 
understanding (Suchman 2007). These questions are be
coming more salient with the development of AI and 
recent narratives of human-AI collaboration, which tend 
to erase the role of human actors, and the power and 
politics in which different actors are involved and en
gaged in the design and implementation of AI algo
rithms. Instead, AI is presented as a rational actor, under 
the guise of the magical narratives developed around 
computing, data science, and digital technology.

The latest narratives around AI as a collaborator 
rather than simply a tool for automation have rein
forced these beliefs. Indeed, assuming that humans and 
artifacts collaborate tends to diminish, and to a certain 
extent, abolish differences and asymmetries between 
humans and artifacts. As we noted earlier, organization 
studies scholars with a sociomaterial view (Orlikowski 
and Scott 2008, Barrett et al. 2012, Mazmanian et al. 
2014, Bailey et al. 2022), following studies in sociology 
of technology and science (Pickering 1993, Goodwin 
1995, Knorr Cetina 1999), agree that “humans and arti
facts are mutually constituted” (Suchman 2007, p. 268). 
However, Suchman argues that relationships between 
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humans and artifacts in organizations need to be ex
plored further and suggests that we cannot simply 
“equalize” humans and artifacts. On the contrary, it is 
important to explore asymmetries, “recovering certain 
subject-object positionings–even orderings–among per
sons and artifacts and their consequences” (Suchman 
2007, p. 269). Furthermore, “the particularity of human 
actors” (Suchman 2007, p. 270) has become more acute 
with the development of AI and robots.

Research exploring the roles and relationships be
tween algorithms and different human actors, includ
ing engineers, designers, decision makers in technology 
companies developing AI, and decision makers in orga
nizations (public or private) implementing AI programs, 
is therefore important and timely. Indeed, taking a coun
terpart perspective to the study of working with AI 
in organizations requires researchers to develop a deep 
understanding of the system of relations that AI is 
embedded within. Ethnographic approaches used in 
previous studies of technology may be difficult to draw 
on when taking a system view on AI. This difficulty is 
exacerbated by the very properties of AI: constant change, 
visibility, and inscrutability. In the next section, we will 
discuss the methodological questions raised by this new 
theoretical perspective.

Taking a Counterpart Perspective: 
Methodological Challenges
We know the value of ethnographic methods from previ
ous studies looking at technology and work in organiza
tions: They allow us to understand “technology-in-use” 
(Orlikowski 1992, 2000) and investigate how technology 
and practices influence each other within organizations. 
Because ethnographers develop “thick descriptions,” they 
can unpack the “web of meanings” represented in the 
details of experiences and interactions (Geertz 1973, p. 5), 
including how different actors use and interpret artifacts. 
Moreover, because these studies are immersive, they 
enable researchers to unpack assumptions and see evolu
tion, as well as delineate the variations between what peo
ple do and how they describe and interpret their activities 
(Forsythe 2001, Van Maanen 2011). For example, Orli
kowski (1992) found that despite management buying and 
deploying Lotus Notes licenses to encourage collaboration, 
people did not engage with the collaborative features of 
groupware technology because of the competitive and 
individualistic organizational culture they worked in.

Further, ethnographic studies allow us to go beyond 
symbolic narratives about technology (Zbaracki 1998, 
Beane 2020). Relying on indirect measures of adoption 
and use, such as dollars spent, binary presence/absence 
of technology, and even claims about use, may misrepre
sent use. Ethnographic studies reveal that we should be 
leery of making assumptions about what technology 
adoption actually means for organizations and their 

members. This research has found that narratives and 
practices may not cohere, particularly when technology 
is infused with symbolic values like progress, the future, 
and rationality (Zbaracki 1998, Orlikowski 2000, Zilber 
2006, Bailey et al. 2012, Barrett et al. 2013). Without 
observation, our research may reflect and perpetuate 
positive, deterministic technological narratives rather 
than offer a more complete picture of the phenomenon 
from which to build theory. Indeed, the relationship 
between what organizations say, what members think 
they do, and what they actually do is complicated: There 
are robots in closets (Beane 2020), and underused tech
nology licenses abound (Orlikowski and Gash 1994). In 
the context of studying AI and collaboration, thick 
descriptions can highlight variations among different 
groups of users, across contexts, and the differences in 
interpretations between what the designers or managers 
intended and how the people doing the work use them. 
Ethnographic methods are also the best approach to 
developing a rich understanding of the complex and 
fluctuating division of labor and roles that characterize 
the future of work in the era of AI.

Despite the considerable progress ethnography has 
made in our understanding of how technology and orga
nizing unfolds, scholars of technology and organizations 
have largely confined their focus to studying intraorgani
zational dynamics. In some sense, this reflects the very 
intersection of the phenomena of technology and or
ganizations. Consequently, previous research taking tool 
and medium perspectives prioritizes studying users 
and groups that are nested within organizations. 
Their ethnographic toolkit, including the way obser
vations and interviews are structured, mirrors the 
research designs that enable studying intraorganiza
tional technology use and makes it difficult to study AI as a 
counterpart in an ecosystem of relations. The aspects of AI 
that make it different from technologies studied in the past, 
including the degree and nature of constant change, visibil
ity, and inscrutability, as well as its symbolic value, may 
further challenge traditional approaches to local observa
tion and interviews.

The recent grounded studies of AI and organizations 
(Shestakofsky 2017, Sachs 2020, Brayne and Christin 
2021, Watkins 2021, Cameron 2022, Lebovitz et al. 2022) 
illustrate both the value of ethnography and the need 
to experiment with our current toolkit. Indeed, their 
focus on the interpretations, practices, and interactions 
of users and groups has the empirical grounding that 
many commentaries of AI lack (Susskind and Susskind 
2015, Davenport and Kirby 2016, Wilson and Daugherty 
2018, Malone et al. 2020). Although these initial studies 
have helped to shed light on the complexity of collabora
tion between humans and AI, most of them take a more 
traditional view of AI as a tool and medium and thus 
tend not to fully explore the system of relations that are 
implicated in its design, implementation, and use.
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Taking a system perspective to the study of AI requires 
focusing on a broader system of work, as the division of 
labor across humans and AI is complex and contingent 
on the multiple actors involved in the development, 
management, and use of the technology. This approach 
highlights the problems of power and status facing those 
who work with AI (or in its shadow) as they encounter 
barriers given their position relative to other roles and 
occupations. However, ethnographers may face particu
lar challenges in the study of AI. Especially when consid
ering AI as a counterpart, researchers need to get at the 
complexity of a full system. To study how humans and 
AI might work together requires focus on a considerable 
number of relationships: between designers and users, 
between human actors and AI, across different users, 
and between groups of users and other groups. This may 
require ethnographers to improvise in their data collec
tion (Van Maanen 2011, 2020; Fayard 2017).

Hence, being willing to methodologically experiment 
and improvise is important for researchers who try to 
develop thick descriptions of work contexts where AI is 
involved. For instance, they need to consider where they 
sit, how to shift their seat, and when and where to move 
around the system. They could extend the temporality of 
their fieldwork, looking earlier at decision making and 
implementation, and following through to regular use. 
Yet such movement might also create a tradeoff of depth 
and breadth. Because studying these different relation
ships requires involvement with a broader set of infor
mants, researchers must move across multiple parts of a 
system. Yet doing so might not yield enough data on any 
one set of actors. This is complicated further by problems 
of visibility: Although AI may produce outputs, it is dis
tributed, digital, and inscrutable. This may make it diffi
cult to “see” AI and how it impacts work. Instead, what 
we usually see is the outcome, for example, a suggested 
decision, and we cannot ask the algorithm for a rationale 
for that decision. Moreover, machine learning algorithms 
are constantly evolving, meaning that any understand
ing may be temporary. Although much of the research 
on technology in organizations draws on ethnographic 
methods, these challenges require us to revisit our tradi
tional approaches. We therefore need a broader ethno
graphic toolkit to do justice to a system perspective on AI 
and collaboration. In the following section, we discuss 
how relational ethnography allows us to leverage the 
power of ethnography while taking a system lens.

A Relational Approach to Ethnography 
and Studying AI
Although studies that take a tool and medium perspec
tive have mastered uncovering in-depth processes and 
interactions, their narrow focus on local practices reflects 
how ethnography has been used in studies of technology 

and organizing. However, other fields that also use eth
nographic approaches, including urban sociology and 
science and technology studies, have been successful in 
studying broader systems and communities, which is 
something we can leverage to study working with AI in 
organizations. Specifically, we propose that researchers 
adopt relational ethnography (Desmond 2014), which is 
an ethnographic approach that foregrounds the relation
ships between and across actors in a field, or in our case, 
in a system of work. Our analysis revealed AI is always 
embedded in a system of relationships between different 
actors across different occupations, organizations, and 
fields. Therefore, understanding AI in the workplace 
requires studying the relations within which it is created, 
developed, implemented, and used by different groups 
(i.e., data scientists, designers, managers, and workers).

Relational ethnography invites us to focus on “pro
cesses involving configurations of relations among differ
ent actors and institutions” (Desmond 2014, p. 547). It 
encourages scholars to look at AI not simply as a technol
ogy but as a field involving multiple actors, institutional 
and individual. For example, in his urban ethnography 
of eviction, Desmond traced relationships across multiple 
actors (tenants, landlords, and lawyers) and various 
locales (homes, courtrooms, and homeless shelters). This 
allowed him to provide a fuller picture of eviction as a 
complex process that involves more than tenants and land
lords and also unfolds across multiple settings beyond the 
home. In a similar relational approach, scholars within sci
ence and technology studies work to map the many 
players and institutions, human and nonhuman, involved 
in the production and use of technology (Latour 1996, 
Dumit 2012). Clarke (2015) suggests that researchers engage 
in a situational analysis, which allows them to take into 
account “non-human actors and implicated actors and/or 
actants” and to explore “less powerful actors and the con
sequences of others’ actions for them” (p. 93). For example, 
in her study of RU486, also known as the French abortion 
pill, Clarke (2015) uncovered how silent actors including 
women as users, stem cell researchers, and genetic 
scientists; more visible players such as Congress, the U.S. 
Food and Drug Administration (FDA), prochoice and 
antichoice groups; and adjacent technologies like sur
gical abortion techniques, all affected the pill’s regu
lation process and outcome in the United States.

Although it may not be possible for researchers to be 
embedded in all the relations at play (Desmond 2014), it 
is nevertheless important to map the larger system of 
relations around an AI system, tracing the relations 
between the AI under study and the other actors in the 
field in which it sits. Clarke (2015) provides useful guide
lines on how to map “the situation of inquiry” (p. 99) 
by developing situational maps that lay out the major 
human, nonhuman, discursive, historical, political, and 
other elements involved in the study context and their 
relationships: “These maps are intended to capture the 
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messy complexities of the situation in their dense rela
tions and permutations” (Clarke 2015, p. 100). Develop
ing a map of the different actors (human and nonhuman) 
and contexts of the research questions will allow re
searchers to analyze their data in light of this broader sys
tem and will provide directions for research that other 
researchers might explore.

A potential challenge with mapping a system is 
delineating the boundaries around it: in other words, 
deciding who or what to include in the system or leave 
aside. This is not always obvious. One risk is for 
researchers to end up trying to study everything and 
then struggling to identify potential theoretical contri
butions. This is why, once the system of relations and 
the different actors are mapped out, it is important for 
scholars to pick a focal point guided by a particular 
research question to start their study of relations and 
dynamics between actors. One can start with a specific 
group such as developers or users, a moment in time 
such as the design or the implementation, or a specific 
field of use such as healthcare or finance. Although 
researchers have to choose a focal point to start analyz
ing the system, it is also essential to be aware of the 
anchoring provided by this focal point. Researchers 
may also draw into their study those actors who both 
shape and are implicated in the use of AI at work. Scho
lars have shown that drawing on study of various 
actors around a technology, including producers and 
users, can help to reveal pivotal moments, demonstrat
ing what shapes how meaning and technology evolve. 
For instance, the ethnographic study of Mol (2002) of 
the disease atherosclerosis drew her fieldwork through 
a hospital system, allowing her to unpack the evolving 
definitions, associated practices, and consequences of 
different thought worlds surrounding the “same” dis
ease. By drawing on AI to help define the boundaries of 
a field site, decide on an ethnographer’s position in the 
field, and guide disengagement from the field (Christin 
2020), researchers may be thus better positioned to 
tease out key actors, issues of power and status, differ
ences in meaning, and evolving role structures. This 
may also help to ensure that scholars are better able to 
match theory to their emerging phenomena of focus. 
Beyond providing a starting point for designing a rela
tional ethnography, these practices may also prompt 
ethnographers taking a tool or medium perspective to 
better contextualize their own studies and help them 
avoid “zooming in” too closely to local explanations for 
patterns in action and interactions they may observe.

Implementing a relational ethnography may require 
scholars of technology and organizations to broaden 
their approach. In particular, we see two areas in which 
scholars may benefit from rethinking their traditional 
ethnographies: first through broadening research design 
and strategies and second by broadening the ethnogra
pher’s skill set.

Strategies for Relational Ethnographic Study 
of AI
To study AI using relational ethnography, we suggest 
scholars might follow several strategies, studying mul
tiple parts of a system, settings, time periods, and nar
ratives, to help disentangle key questions of how actors 
collaborate with AI. To illustrate these strategies, we 
draw on the example of Kensho, a FinTech AI firm 
recently acquired by S&P Global, whose products use 
machine learning to aid market and financial analyses 
(Popper 2016, Gara 2018).

Kensho creates machine learning engines that search 
financial data sets to compile data on events that bank
ers, analysts, and investors can use to develop market 
insights. Initially, Kensho struggled to find banks who 
were interested in the product, given banking culture 
and entrenched legacy computer systems. “There were 
probably a hundred ‘no’s’ in the first 18 months” said 
Daniel Nadler, the firm’s chief executive officer (CEO) 
(Gara 2018). However, the chief information officer 
(CIO) of Goldman Sachs was interested and became 
Kensho’s largest initial investor. Goldman partnered 
with Kensho to refine the technology for the firm’s tra
ders, and other large banks followed Goldman’s lead 
and implemented the AI. Meanwhile, Goldman and 
Kensho continued to collaborate to develop additional 
applications of the technology to be used in other parts 
of the bank. In the following sections, we present four 
strategies for relational ethnography and illustrate how 
they could be used to study the Kensho example.

Study Multiple Parts of the System. In studies of AI, 
capturing multiple perspectives may help develop new 
theory about how humans and AI might work together. 
Although most recent studies have taken a tool or 
medium perspective, they offer hints that systems of 
relationships matter for how humans and AI work 
together. For instance, AI is being increasingly adopted 
in hospitals, which are complex organizational sys
tems. In her study of the use of AI by radiologists, Lebo
vitz (2020) describes how, contrary to narratives about 
the changing nature of machine learning algorithms, 
the AI applications in her settings did not evolve 
because any changes had to be approved by the FDA 
given their classification as medical devices. Although 
this was a passing description of her context, it suggests 
that scholars taking a system view should think about 
how studying developers, managers and regulators 
could reveal the importance of their assumptions to 
how AI takes shape, with implications for use. By gather
ing data across multiple perspectives, scholars would be 
well equipped to answer several key questions. For exam
ple, they might study how unverified stories about AI 
emerge and shape role relations; how the framing of AI 
producers might influence patterns of use; who is doing 
the work and how divisions of labor unfold across actors 
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and AI; and whether AI really is subsuming more menial 
tasks or if narratives about AI are being propped up by 
ventriloquism (i.e., Mechanical Turk).

A relational ethnography of Kensho would require the 
study of the many different actors involved throughout 
development, implementation, and use of AI algorithms. 
For instance, Kensho developed its products in collabora
tion with banking clients’ top management and end 
users. Ethnographers could expand the temporal context 
of technological change “beyond a single moment in time 
or a discrete episode of change” (Thomas 1994, p. 12). 
They could begin by studying how the original designers 
imagined its use and with what consequences for tech
nological development. This construction phase would 
allow researchers to trace how original designers imag
ined the Kensho AI systems would be used, as well as its 
initial framing pitched to potential clients, tracing conse
quences for AI development, and eventual implementa
tion practices. Exploring different actors and relations 
within the system, researchers could examine how the 
CIO of Goldman initially laid the groundwork for imple
mentation and how the traders responded to it. Next, 
researchers could follow the implementation of the AI 
algorithm at Goldman and interactions with Kensho, 
examining how the traders used it in their daily work. 
Moreover, the long-term partnership and expansion into 
other areas of the bank would provide opportunities to 
see how different types of workers responded to and 
used the newly developing AI. For instance, investment 
bankers who provide advisory services already use some 
of S&P Global’s other products: Rolling out Kensho to 
these other users, who sit on the other side of an informa
tion barrier from traders, may provide contrasts and ten
sions across different users within the bank. Finally, 
given the Security and Exchange Commission’s interest 
in algorithmic trading (Security and Exchange Commis
sion 2020), it would be critical to explore how they influ
ence some of the conversations and decisions of different 
actors in the field.

Study Multiple Settings. When studying how AI affects 
collaboration within a system, an important question is 
how systems evolve and change when there are different 
actors in them. To address these questions, we suggest 
researchers study multiple settings. As Bechky and 
O’Mahony (2016) discuss, scholars might draw on a 
number of different strategies for cross-site comparison 
that help to match sites for key similarities and leverage 
differences important for building new theory. Because 
power dynamics within organizations may be salient 
in the study of AI at work, a matched approach can 
help researchers observe and disentangle how they 
might emerge and evolve. For instance, Barley (1986, 
1990) found that the distribution of expertise across 
hierarchical and occupational roles shaped patterns of 

technology use and interactions when CT scanners 
arrived at two different hospital settings.

For scholars of AI, this might mean comparing dif
ferent occupational groups or organizations contend
ing with AI at work. Comparable to Barley’s case, one 
might examine the same AI as it is used in different locales 
(organizations or units). It could also mean exploring simi
lar types of AI in different industries or different cultures. 
For example, Christin (2018) found that national culture 
shaped how journalists in the United States and France 
interpreted the role of algorithms in their work. This study 
highlights how culture shapes the way AI is interpreted, 
and likely shapes how it is designed, developed, and 
implemented. Comparative studies such as these might 
help to reveal how differences like the nature of the 
work, role structures, status, and clients’ relations can 
influence the role of technology within a system (Chris
tin 2018, Bechky 2020, Anthony 2021).

Continuing the Kensho illustration, researchers could 
compare how the same technology was implemented 
and used across different organizations in the same indus
try. For instance, their AI was adopted by multiple banks, 
and Kensho also developed an AI application used by the 
Central Intelligence Agency (Forbes 2015). If researchers 
negotiated access to that partnership, a cross-industry 
examination of this AI system would also be a possibility. 
Scholars could ask questions like: How does the culture 
and structure of banking versus government intelli
gence shape the design of the AI application and how 
does it figure in how workers collaborate with AI?

Study Multiple Time Periods. As AI applications are 
produced and implemented, they are going to evolve 
and function in ways even their designers cannot fully 
articulate. This evolution will likely shift relations bet
ween actors, and therefore studying AI over time is 
important. Thus, we suggest researchers should con
sider the intertemporal nature of interactions between 
AI and actors within a system. Although ethnogra
phers have traditionally anchored on the synchronous 
meaning and actions of participants within their field 
sites, considering the relationship between contemporary 
practices and prior key moments in time might help 
researchers to better tease out how AI and organizational 
members “work” together.

In addition to tracing material evolution, scholars 
should consider changes to the perspectives that orga
nizational members take toward AI. As Nelson and 
Irwin (2014) found, evolution in the framing of search 
technology coincided with changes to the identities of 
librarians, which informed how librarians used search 
technologies in their work. Designing longitudinal field 
studies to observe how interactions between AI and 
decision makers, designers, users, and systems of work 
unfold over time may therefore be important (Barley 
1990). One potential strategy for capturing change over 
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time might be to leave the field and come back (Barker 
1993). For example, Anthony (2021) staggered field 
observations eight months apart, allowing her to cap
ture shifts in group members’ relationships and sub
sequent changes to technology use. By leaving and 
coming back, ethnographers may be able to capture 
and trace important shifts in work, roles, groups, and 
even AI, and be more likely to notice changes across 
two points in time vs. observing the gradual day-to- 
day shifts that may be less obvious.

A temporal analysis of Kensho, for example, could 
reveal how its purchase by S&P Global in 2018 affected the 
evolution and use of the AI. Access to the S&P’s data 
resources and client relationships could change both the 
design of AI and its uses, as Nadler claimed, “Overnight 
we have the global scale with every financial user in the 
world, and our system becomes exponentially smarter as a 
result” (Gara 2018). A relational ethnography could mean 
returning after this purchase to see not only what Kensho’s 
developers were doing and the AI itself changed but see 
how it was being used in additional settings.

Study the Symbolic Narratives of AI. Thus far, we have 
highlighted the need to study action, practices, and take 
a system view of AI—importantly, not treating discourse 
as truth about action. Yet discourse and narratives are 
part of systems (Clarke 2015), and they can shape action 
and interactions (Zbaracki 1998, Leonardi 2008, Martin 
2016). Although nonobservational methods struggle to 
distinguish symbolic action and rhetoric from the reality 
of AI, scholars who take a relational ethnographic app
roach may be uniquely positioned to actually study 
positive narratives about AI, tracing their origins and 
consequences, and how they shape practices (Pachidi 
et al. 2021). As anthropological study of myths demon
strates, stories situate action (Bloch 1977, Halbwachs 
1992). This means scholars might find great analytic 
purchase in considering articulations of the past, for 
instance, why a firm adopted a particular technology, 
how and why an AI application was designed, or how 
the technology has evolved, as key units of analysis. In 
addition, given deterministic rhetoric about AI and 
progress, scholars could also consider constructions of 
the future in a similar fashion.

For example, the public narratives surrounding Ken
sho reveal both the excitement and fear of AI: It was 
named one of the most impactful and innovative early- 
stage firms of 2016 by the World Economic Forum 
(2016), and that same year, the title of a New York Times 
article about the firm read, “The Robots are Coming for 
Wall Street” (Popper 2016). Early on, the CEO often dis
cussed possible implications of Kensho’s AI for work 
alongside the usual disruption narratives, noting that 
“we are creating a very small number of high-paying 
jobs in return for destroying a very large number of 
fairly high-paying jobs, and the net-net to society, absent 

some sort of policy intervention or new industry that no 
one’s thought of yet to employ all those people, is a net 
loss” (Popper 2016). Researchers could study how Ken
sho’s internal rhetoric influenced the development of 
their products, how the firm’s perspective has changed 
over time, and how it is influenced by the public narra
tives about their products and AI more broadly. Doing so 
would be particularly useful for disentangling issues of 
power and symbolic narratives around AI. Scholars could 
ask questions such as the following. Who is discursively 
constructing what? Which narratives are developed and/ 
or contested and by whom? Who has developed the 
narrative of automation as offering opportunities instead 
of replacement, or who has developed the narrative of 
collaboration?

Broadening Skill Sets
The strategies we describe for taking a relational ap
proach complement many of the core tenets of ethnogra
phy but also call attention to aspects of ethnographic 
practice that may require broader skills. In particular, 
researchers may need to develop new skills in team- 
based ethnography, alter interviewing practices, engage 
with archival data and surveys, and use digital traces.

Team-Based Approach. Ethnographies of technology 
and organizing are typically structured as a lone ethnog
rapher focusing on one or two organizations and observ
ing colocated actors. Instead, a team-based approach 
seems better suited for relational ethnographies explor
ing a system view of AI and collaboration. With this 
approach, researchers might collect their data inde
pendently and then engage in comparative analysis 
(O’Mahony and Bechky 2006, Bechky and Ohkuysen 
2011, Fayard et al. 2016, Brayne and Christin 2021). For 
example, Brayne and Christin (2021) compared the pre
dictive algorithms within the judicial system, with 
Brayne studying police and Christin following legal pro
fessionals. Alternatively, teams can collect data together, 
iterating with one another to ensure their collection and 
emerging interpretations align. Jarzabkowski, Smets, 
and Spee also used a team-based approach as they 
jointly studied the reinsurance industry by following 11 
firms, staggering their fieldwork, remaining in constant 
written communication, and having one member partic
ipate in data collection at all firms (Smets et al. 2015, 
Spee et al. 2016). By working together in a team, ethno
graphers may be able to triangulate aspects of the sys
tem such as meanings across different actors or actions 
within different organizational locations or geographies. 
As ethnographers work in teams, issues regarding data 
collection, sharing, and analysis need to be designed and 
managed to provide a richer understanding of the sys
tem and best leverage the members of the team.
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Deepening Interview Skills and Combining with Visual 
and Material Devices. However, even with a team in 
place in the field, studying AI and collaboration raises 
new challenges in terms of observation because of AI’s 
invisibility and inscrutability. Even if we were to sit 
nearby data scientists or people using AI to perform their 
tasks, it might not always be obvious what we could 
observe. The difficulty of relying primarily on observations 
has been an increasing concern because of the growing dig
italization of work and communication and the ubiquity of 
technology, which has made a large part of work invisible 
(Riopelle 2013). Thus, interviews become even more im
portant in relational ethnographies of AI, and broadening 
our interview skills can address some of the concerns 
about the tricky observational aspects of AI. Although 
observations tend to be conceived as the primary data 
for ethnography, Weeks (2020) reminds us that inter
views are not a peripheral technique but are at the core 
of the ethnographic project. Leveraging Spradley’s guide
lines for ethnographic interviews, Weeks encourages us to 
see interviewing as a “mix of informal questioning, conver
sation, and formal unstructured interviews” (p. 77).

In relational ethnography, to better understand the 
relationship between the different actors, we can ask 
our informants to map out the different actors (human 
and nonhumans) involved in the design, development, 
implementation, and use of AI. We can also borrow 
from other fields like design research. Techniques like 
cultural probes (Gaver et al. 1999), informant drawings 
(Crosina 2018), and building artifacts (Dove and Fayard 
2020) can help informants articulate their perception of 
AI and how it might affect their work. For instance, 
Dove and Fayard (2020) asked participants of a work
shop they organized to build monsters that evoked AI 
for them. They then gave them a series of visual materi
als to help them articulate the ground truth for an algo
rithm to be developed in a specific context. Because of 
their visual and material nature, these techniques pro
vide great resources to help our informants discuss 
their perceptions and practices related to AI, despite its 
invisible and inscrutable properties. One risk with 
interviews is that informants may fall back on invoking 
symbolic narratives about the value and uses of AI. 
Instead, these kinds of tools enable researchers to evoke 
informants’ underlying interpretations, constructions, 
and uses at a deeper level.

Drawing on Archival Data and Surveys. The use of 
archival data could help scholars capture data on what 
preceded their fieldwork, for instance, by triangulating 
interviews with archival data such as internal company 
documents (i.e., newsletters and posts; Zbaracki 1998). 
In addition, relational ethnographers could engage with 
archival documents to uncover and analyze the nature 
of relations among actors within a system. Within the 
networks literature, scholars draw on archival data such 

as public filings and databases to map organizational 
ties at the field level (Gulati 1995, Schilling and Phelps 
2007, Shipilov and Gawer 2020). Network scholars 
also use surveys to capture relationships among actors 
through sociometric questionnaires, where respondents 
answer questions about who they interact with, seek 
advice from, rely on as an ally, and are friends with 
(Ibarra 1992). These approaches have allowed scholars 
to study not only the nature of relationships among 
actors but also the structure of relations and positions of 
actors within a network of relationships. Similarly, to 
study AI through relational ethnography, researchers 
could begin drawing a system of relations around AI 
through archival documents and surveys to surface con
nections between actors, for instance, producers, regula
tors, and funders, to capture both the existence of 
relationships and their nature.

Although the use of networks helps to expand the eth
nographer’s skill set, it is important to still incorporate 
observation instead of relying too heavily on these sur
veys as providing a full picture of relations. As scholars 
of technology have noted, when technologies become 
taken for granted, informants can struggle to articulate 
and identify accurately how they interact with technolo
gies (Orlikowski 2000). Thus, researchers would be well 
served to triangulate survey responses, which represent 
perceived relations, with patterns of interactions in ob
servations (Krackhardt 1992).

Using Digital Traces. As technology has become ubiq
uitous in organizations, information system researchers 
have explored the role of documents and in particular 
digital traces (Geiger and Ribes 2011; Østerlund et al. 
2016, 2020; Leonardi 2021). As scholars studying medi
cal and other systems of categorization have shown 
(Berg and Bowker 1997, Bowker and Star 1999), these 
traces help us to understand collaboration and how 
work gets done in systems. More recently, Østerlund 
et al. (2016) demonstrated how documents played a key 
role in the unfolding of work in distributed environ
ments. When researchers follow documents and their 
traces, it makes visible some of the work that cannot be 
directly observed because of the distributed and digital 
nature of the interactions. Tracing documents includes 
not only the content exchanges but also the activity on 
the databases, email servers, and cloud-based systems, 
as well as the organizing practices that surround them 
(Østerlund et al. 2016). This is another method that 
could help to map the system of actors. Relational eth
nographers could therefore collect all the different 
forms of communication (email, text, Slack, WhatsApp, 
etc.) exchanged by developers, implementers, and users.

Automatic tracking of digital traces might be particu
larly useful to the study of AI and work in organizations. 
At the same time, when you consider the properties of 
AI, this may cause difficulties for scholars. As many 
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algorithms are proprietary and therefore inscrutable, 
scholars and even organizational participants may be 
unable to get access to some of the digital traces. More
over, because AI is constantly changing, researchers 
need to keep careful track over time of the inputs and 
outputs. In addition, scholars must remember that in 
most organizations, digital traces are interwoven with 
real world interactions, and thus researchers need to 
explore the context around the digital trace (Lindtner 
and Nardi 2008, Østerlund et al. 2016). With respect to 
AI, this means tracking down who is creating inputs, 
implementing tools, or using outputs, and eliciting those 
participants’ practices and interpretations of the data.

Digital traces also can help researchers to analyze 
interactions and relations among actors who are not 
colocated. Analyzing social media and online commu
nication media like email and Skype allow scholars to 
map such relationships (Kozinets 2010, Akemu and 
Abdelnour 2020). For example, Massa and O’Mahony 
(2021) used message boards and the development and 
circulation of content such as memes and videos online 
to trace relations across actors over time within Anony
mous. These approaches may assist researchers to un
cover the relationships and the work of participants 
who are not easily observed.

By broadening the ethnographic skill set to include 
working in teams, incorporating new interview techniques, 
drawing on archival data and surveys to map relations, and 
using digital traces to follow patterns of collaboration, eth
nographers may be better equipped to engage with infor
mants in a new way. Developing these skills can enable 
scholars to triangulate their observations with alternative 
data sources and better study relations across a system.

Conclusion
Although positive narratives about how workers and 
AI will harmoniously collaborate continue to diffuse, 
these stories paint an abstract picture of the role of AI at 
work, glossing over the rich body of literature on tech
nology and organizations that has theorized interac
tions between actors and technology for decades. As 
organizations (private and public) are heavily investing 
in developing, acquiring, and implementing AI, we 
need to develop better and richer understandings of 
AI, how it is designed, implemented, and used, and 
how it might reconfigure social and economic life. Yet 
our traditional perspectives of technology as a tool and 
as a medium might suppress important material, sym
bolic, and relational dimensions of AI.

We argued that a better understanding of AI, work, 
and collaboration requires a counterpart perspective 
that requires scholars to study a system rather than just 
users. By studying the system, scholars can analyze the 
interactions and relationships between different human 
actors in occupations and organizations as and AI algo
rithms and their outputs. Yet to do so, we need rich 

data collected through relational ethnography. Its focus 
on the multiple and evolving arrangements of relations 
among different actors and institutions is well suited 
for such an analysis. Furthermore, such an approach 
will help us to move beyond symbolic narratives and 
abstract representations of AI in organizations. Not 
only will these studies provide a more grounded and 
richer picture of AI, but they will also unpack the 
power dynamics underlying the creation, implementa
tion, and use of AI and its unintended consequences.
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Endnotes
1 Machine learning algorithms perform without explicit instruction, 
relying on inferences and patterns in the underlying data it ana
lyzes. As a learning program, it “consequently builds its own repre
sentation of a classification decision” (Burrell 2016, p. 10). Although 
not all AI includes machine learning, many of these applications do.
2 For further discussion, see Burrell and Fourcade (2021), Crawford 
(2013), and Pasquale (2015).
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