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What is a decision tree?
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Decision Trees are a non-parametric supervised learning method used for classification and 
regression. The goal is to create a model that predicts the value of a target variable by learning 
simple decision rules inferred from the data features. 

In the decision tree, nodes are split into sub-nodes based on a threshold value of an attribute. 
The root node is taken as the training set and is split into two by considering the best attribute and 
threshold value. Further, the subsets are also split using the same logic. This continues till the last 
pure sub-set is found in the tree or the maximum number of leaves possible in that growing tree.

Breiman et al. (1984)
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Key Components of Decision Trees
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Root Node: The decision tree’s starting node, which stands for the complete dataset.
Branch Nodes: Internal nodes that represent decision points, where the data is split based on a 
specific attribute.
Leaf Nodes: Final categorization or prediction-representing terminal nodes.
Decision Rules: Rules that govern the splitting of data at each branch node.
Attribute Selection: The process of choosing the most informative attribute for each split.
Splitting Criteria: Metrics like information gain, entropy, or the Gini Index are used to calculate the 
optimal split.
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Procedure 
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Step 1 Find the best attribute and place it on the root node of the tree.
Step 2 Split the training set of the dataset into subsets. 

While making the subset make sure that each subset of training dataset should
have the same value for an attribute.

Step 3 Find leaf nodes in all branches by repeating 1 and 2 on each subset.
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Measures of Impurity 
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The impurity function measures the extent of purity for a region containing data points from 
possibly different classes.

Gini Index

• 𝐼 = 1 − ∑!"#$ 𝑝!%
Entropy

• 𝐻 = −∑!"#$ 𝑝!𝑙𝑜𝑔% 𝑝!
The impurity function is zero when all 
observations belong to the same class

𝑝! is the proportion of observations that belong to class k
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Riding Mowers
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Riding Mowers

Pure Nodes
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Evaluating the Performance of a 
Classification Tree 
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Use cross-validation

§ Tree structure can be quite unstable, shifting substantially depending on the sample chosen.

§ A fully-fit tree will invariably lead to overfitting.

Stop tree growth
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Acceptance of Personal Loan
Universal Bank is a relatively young bank that is growing rapidly in terms of overall customer acquisition. The 
majority of these customers are liability customers with varying sizes of relationship with the bank. The customer 
base of asset customers is quite small, and the bank is interested in growing this base rapidly to bring in more loan 
business. In particular, it wants to explore ways of converting its liability (deposit) customers to personal loan 
customers.

A campaign the bank ran for liability customers showed a healthy conversion rate of over 9% successes. This has 
encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal of 
our analysis is to model the previous campaign’s customer behavior to analyze what combination of factors 
make a customer more likely to accept a personal loan. This will serve as the basis for the design of a new 
campaign.
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Acceptance of Personal Loan



APPLIED BUSINESS ANALYTICS

PATRÍCIA XUFRE
# 138

Acceptance of Personal Loan
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Acceptance of Personal Loan
Tree Instability 

Overfitting
• Tree depth
• Minimum number of records in a terminal node
• Minimum reduction in impurity
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Acceptance of Personal Loan
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Acceptance of Personal Loan
Fine tune method 

parameters
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Acceptance of Personal Loan
Pruning

𝑪𝒐𝒔𝒕 𝒐𝒇 𝑪𝒐𝒎𝒑𝒍𝒆𝒙𝒊𝒕𝒚 𝑻 = 𝒆𝒓𝒓𝒐𝒓 𝑻 + 𝜶 𝑳 𝑻

Number of terminal nodes


