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The k-NN Classifier
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1. Select the number K of the neighbors
2. Calculate the distance of k number of neighbors
3. Take the K nearest neighbors
4. Among these k neighbors, count the number of the data points

in each category.
5. Assign the new data points to that category for which the

number of the neighbor is maximum.
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Riding Mowers
A riding-mower manufacturer would like to find a way of classifying families in a city into those likely to purchase a riding 
mower and those not likely to buy one. A pilot random sample is undertaken of 12 owners and 12 nonowners in the city. 
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Riding Mowers

Neighbors
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Riding Mowers

All data
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The k-NN Classifier: other versions
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More than two classes
1) new record is classified as a member of the majority class of its k neighbors, or
2) when there is a specific class that we are interested in identifying, the proportion of the k 
neighbors that belong to this class of interest can be used as an estimate of the probability 
(propensity) that the new record belongs to that class, and then comparing with an user-specified 
cutoff value we decide whether to assign the new record to that class. 

Categorical variables
1) Should be replaced by dummies variables
2) All categories of the categorical variable should be considered
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The k-NN Classifier for a Numerical 
Outcome
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1) Determine the k neighbors by computing distances
2) Calculate the (weighted) average outcome value of the k-nearest neighbors to determine the 
prediction

The weights of the weighted average 
decrease with increasing distance from the 
point at which the prediction is required.


