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Curse of Dimensionality
… refers to the difficulties that arise when 
analyzing or modeling data with many 
dimensions. 
Data points become increasingly spread out 
(Data Sparsity), making it hard to find 
patterns or relationships.
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Three simple techniques to reduce 
dimensionality
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• Missing values ratio
If the percentage of missing values in a variable exceeds the threshold (a pre-specified 

value), you can drop the variable.

• Low variance filter
All the data columns with variance lower than the threshold value will be eliminated.

• High correlation filter
All the pairs of columns having a correlation coefficient higher than the set threshold 

will be reduced to 1.
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Principal Component Analysis (PCA)
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It is a statistical method used to simplify and summarize data by reducing its 
dimensionality while retaining as much of the original variability as possible.

1. Apply PCA to the predictors using the training data. Use the output to determine the number of principal 
components to be retained. The predictors in the model now use the (reduced number of) principal scores 
columns. For the validation set, we can use the weights computed from the training data to obtain a set of 
principal scores by applying the weights to the variables in the validation set. These new variables are then treated 
as the predictors.

2. One disadvantage of using a subset of principal components as predictors in a supervised task, is that we might 
lose predictive information that is nonlinear (e.g., a quadratic effect of a predictor on the outcome variable or an 
interaction between predictors). This is because PCA produces linear transformations, thereby capturing linear 
relationships between the original variables.
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Cereals
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Cereals
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SKLEARN
PCA()



APPLIED BUSINESS ANALYTICS

Cereals
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It is difficult to give an 
interpretation to the Principal 
Components
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Cereals
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When the data can be reduced to 
two dimensions, a useful plot is a 
scatter plot of the first vs. second 
principal scores with labels for 
the observations 
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Performance Evaluation
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PERFORMANCE EVALUATION

Predictive Power Assessment
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Predictive Performance Evaluation

Predicted numerical value
when the outcome variable is numerical 
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Predicted class membership 
when the outcome variable is categorical

Propensity - the probability of class membership 
when the outcome variable is categorical
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Prediction Accuracy Measures
The prediction error is defined as the difference between its actual outcome 
value and its predicted outcome value: 𝑒! = 𝑦! − %𝑦! .
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• Mean Absolute Error (MAE) = 𝟏
𝒏
∑ 𝒆𝒊

the magnitude of the average absolute error.

• Mean Absolute Percentage Error (MAPE) = 𝟏𝟎𝟎× 𝟏
𝒏
∑ 𝒆𝒊

𝒚𝒊
a percentage score of how predictions deviate (on average) from the actual values.

• Root Mean Squared Error (RMSE) = 𝟏
𝒏
∑𝒆𝒊𝟐

is similar to the standard error.
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Toyota Car Prices

SKLEARN
LinearRegression()
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Toyota Car Prices

SKLEARN
LinearRegression()
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Toyota Car Prices



PERFORMANCE EVALUATION

Judging Classifier Performance
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Confusion Matrix
A confusion matrix is a matrix that summarizes the performance of a machine 
learning model on a set of test data. It is a means of displaying the number of 
accurate and inaccurate instances based on the model’s predictions. It is often 
used to measure the performance of classification models, which aim to predict a 
categorical label for each input instance.
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Actual Value
POSITIVE NEGATIVE

Predicted
Value

POSITIVE TP FP
NEGATIVE FN TN
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Accuracy Measures
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• A𝐜𝐜𝐮𝐫𝐚𝐜𝐲 = 𝑻𝑷*𝑻𝑵
𝑻𝑷*𝑭𝑻*𝑭𝑵*𝑻𝑵

fraction of predictions our model got right.

• P𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 = 𝑻𝑷
𝑻𝑷*𝑭𝑷

how many of the positive class samples present in the dataset were correctly identified 
by the model.

• 𝐑𝐞𝐜𝐚𝐥𝐥 = 𝑻𝑷
𝑻𝑷*𝑭𝑵

how many of the “positive” predictions made by the model were correct.
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Accuracy Measures
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• 𝐅𝟏 − 𝐬𝐜𝐨𝐫𝐞 = 𝟐×𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏×𝑹𝒆𝒄𝒂𝒍𝒍
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏*𝑹𝒆𝒄𝒂𝒍𝒍

The F1 score combines precision and recall using their harmonic mean, and 
maximizing the F1 score implies simultaneously maximizing both precision and recall.
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Performance in Case of 
Unequal Importance of Classes
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The sensitivity of a classifier is its ability to detect the important class members 
correctly. This is the recall and is the percentage of C1 members classified correctly.

The specificity of a classifier is its ability to rule out C2 members correctly. This is 
measured by the recall of C2 and is the percentage of C2 members classified 
correctly.

Actual Value
CLASS 1 CLASS 2

Predicted
Value

CLASS 1 𝑛5,5 𝑛7,5
CLASS 2 𝑛5,7 𝑛7,7
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ROC Curve
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A ROC (Receiver Operating Characteristic)  curve is a 
plot of the true positive rate (Sensitivity) in function of the 
false positive rate (100 - Specificity) for different cut-off 
points of a parameter. Each point on the ROC curve 
represents a sensitivity/specificity pair corresponding to a 
particular decision threshold. The Area Under the ROC 
curve (AUC) is a measure of how well a parameter can 
distinguish between two classes.


