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Learning Objectives

v

Define Al Fundamentals and Generative Models.
Deconstruct Large Language Models (LLMS)

Analyze the behavior of LLMs and their understanding, completion, and
prediction of text.

Investigate the phenomenon of hallucinations in LLMs and its underlying
causes.

ldentify the diverse applications of ML, DL, and Generative Al in business,

retail, health, and technology sectors.

Gain practical experience by working with ChatGPT for text generation
and DALL-E for image generation.
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A brief history
of Gen Al

2014 ‘ Generated realistic images - GANs - lan Goodfellow

2017

2018

2019

2020

2021

2022

2023

?

Breakthrough in NLP - Transformer Models
Advent of large language models - BERT, GPT
Advanced GANSs - style GANs

OpenAl released GPT-3 - this was state-of-the-art
Vision Transformers - CLIP, DALL-E

OpenAl released ChatGPT (GPT-3.5), DALL-E 2

GPT-4, Stable Diffusion Model - market is flooded with GenAl
apps

LAB



The Evolution of
Information Retrieval Techniques*

J 000¢ @4d

Pattern search,
Exact search

Mostly driven by
databases

Lemmatization

its advance
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Natural Language Personalization Learning Closed Source
Processing to
(Intent) LLM
. Rank Multilingual IR
Using language
processing (LTR)
techniques
T Multi-word Named Entity ~ Semantic Search Open Source
ext X (Word Embeddings) LLM/
Analysis Synonyms Recognition
Using Initial Multimodal IR/
Synonyms, implementation and Multilingual IR
Stemming, later developed into

*Arranged by peak popularity wrt applications in IR systems




Hype Cycle for Artificial Intelligence, 2024
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MobileBERT 5 <2022
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Artificial
Intelligence

Deep
Learning

Large Language
gMOdegfs o ChatGPT is here

Getting the
Definitions
Right
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Structured vs Unstructured Data use-cases

Name FName [City |[Age |Salary

Smith John 3 35| $280
Doe Jane 1 28| $325
Brown Scott 3 41| $265
Howard Shemp 4 48| $359
Taylor Tom 2 22| $250
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Supervised
Learning

Should I give loan to this customer?

Income

Credit Score

Machine
Learning
Model
Credit
Cards

Savings

Credit Score

<500 500-700 >700
No Loan Credit Cards Give loan

>2 =<2
/
No loan %
<30 >30
/
Give loan

-
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Unsupervised
Learning

Which customers can | target to
give loan?

Credit Worthy

High credit
score

Low Debt
Credit Score Stable
income
High Savings

Income Moch.me
learning

source Model . .
Credit Strained
Profession :
Low credit
score

High Debt
Unstable
income

Savings

Credit Builders

Moderate
credit score
Moderate Debt \

<

Stable income
Moderate
Savings

LAB



Discriminative Ai Vs Gen Al

Train Could this be a dog?

Model
Learns from relationship
between labels and
data

Create animage
of dog, having

Train :
— funin a party,
wearing a black

Model tuxedo with wine
in one hand

Learns from patterns
+ in large amounts of Generate
unstructured data

Other images on
the internet

Discriminative Al

Generative Al

LAB



Generative Al Models

Prq Question Answering

Images PR Sentiment Analysis
Generative "
speech BN Information
P ’ Models Extraction
Video e Object Recognition
Large Language
Structured Data ~- Models B Image Captioning

LAB



Large Language Models - LLM

Large, because 2 things:

1. Trained on large amounts of data

2. billions of trainable parameters

Language, because it deals with text data (takes input in text and generates output in text).
Model, because it predicts the next word/sentence/token.

So LLMs are language models consisting of a neural network with billions of parameters,
trained on large quantities of unlabeled text using self-supervised learning.

-
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How does the model understand text?

Is there a numeric way to represent association between text or words?

Word embeddings = semanftic + synfactic relations in a vector space

similarity+ rules = meaning

6\0 Woman
Let's try to q”
understand N

vector space © € Queen

Man

05

-
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The magic of Embedding

ﬂ :»--;:-N Embedding Model

>
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Objects as vectors

A high dimensional array of numbers that
captures the context & semantic meaning

An object is
known by
company it
keeps !



How does it predict the next word?

e Step-1: Word Embeddings - Break the sentence into words and convert them to embeddings

The robot must obey the instructions given to ;

e Step-2: Find connections - Understand which word is related to which word more
The robot must obey the instructions given to s
The robot must obey the instructions given to =

e Step-3: Giving importance/attention: Each word is assigned a score based on how important
it is to other words in the sentence

The m must obey the instructions given fo =
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How does it predict the next word?

e Step-4: Assigning Weights - This is for “robot” - but step-3 and 4 will be repeated for all words

The robot must obey the instructions given to =
0.2 = 0.6 0.7 0.2 0.8 0.3 0.7 -—---» Weig hts

v I

e Step-5: Find Relevance - To complete the sentence, which are the words to consider

its 0.8
0.2 0.9 0.2 0.7 0.2 0.8 0.3 0.2
robot 0.5

-
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> Whatis a vector?
A numerical representation of text/image/video, ..

Y Whatis a embedding?

e Mapping of data into a format (vector).
e Goalis to capture semantics and context.
e Processed by a ML model.

Object 1 / 06(03[01] -----
Object 2 | Embedding Model — 080503 -----
Object 3 \\

040209 -----

Set of Objects Objects as Vectors



Embeddings

Take source objects (text, images, sound, movies) and create Vector Embeddings.
This allows for Similarity Search on the Database finding Semantically
comparable objects.

[-0.029334254562854767, 0.06338247656822205, 0.03711941838264465, 0.06770425289869308, 0.030722564086318016, -0.03855780512094498,
0.05715630576014519, 0.011225797235965729, 0.03209076076745987, 0.018565965816378593, 0.005725057329982519, 0.003278332995250821,
0.019661232829093933, 0.008483093231916428, 0.01011530589312315, -0.06865981221199036, -0.02742725796997547, 0.004272086545825005,

“ . 0.006464742589741945, 0.033381473273038864, -0.06456394493579865, -0.00168662762735039, -0.02538292482495308, -0.013529211282730103,
TO Ccreate a secu r|ty to ke n that can be 0.006745325401425362, -0.09090574085712433, -0.004533097147941589, -0.011557350866496563, -0.017933078110218048, -0.013565625995397568,
0.037340205162763596, -0.013345368206501007, -0.046318963170051575, 0.018221553415060043, -0.030514687299728394, 0.06087908893823624, -
used to Iog | nto a data base se I ect TO ke n 0.015947293490171432, -0.004384475760161877, 0.011510275304317474, 0.03181201219558716, 0.0004961538943462074, -0.009607694111764431, -
’ 0.0026698557194322348, -0.02120211534202099, -0.02445143461227417, 0.018808122724294662, -0.04526928439736366, -0.03507508337497711,
0.011936023831367493, -0.04246317967772484, -0.04538712650537491, 0.0030571885872632265, -0.02645616978406906, 0.004339783918112516, -
M ana ge ment fro mt h e U ser M ana ge ment 0.004989228677004576, -0.0019529943820089102, -0.015389597043395042, -0.008066490292549133, -0.04361109808087349, 0.018591511994600296, -
0.008249715901911259, 0.031450431793928146, 0.008753931149840355, -0.06284607946872711, -0.02690013311803341, 0.061753395944833755,
menu Th en, C h oose an a p p ro p ri ate ro I e 0.0314679853618145, 0.005365008022636175, -0.034285105764865875, -0.06475269049406052, 0.06229010224342346, -0.016091199591755867, -
. ) 0.038237784057855606, -0.01697474904358387, 0.0023320959880948067, -0.02873411774635315, -0.07216104120016098, 0.04663623124361038,
. | 0.023897146806120872, -0.02821142040193081, -0.03714695945382118, -0.055613692849874496, -0.0028377221897244453, -0.06574894487857819, -
fo rt h e user, an d cI IC k t h e G enerate TO ke n »| 0.06103818118572235, 0.06294400244951248, 0.0034130788408219814, 0.07920042425394058, 0.007338271476328373, 0.06506536900997162, -

0.02522268146276474, 0.027450041845440865, -0.01720043271780014, 0.046272337436676025, -0.05018896237015724, 0.015779439359903336, -
0.026586400344967842, -0.01974601112306118, -0.00036689057014882565, -0.016816521063447, -0.025464840233325958, 0.0007100807852111757,

b U tto n . CO py th e to ke n d eta I I S to a Safe 0.04524853080511093, 0.0010508883278816938, -0.005472411867231131, 0.011604292318224907,-0.0427076481282711, -0.02004644088447094, -

0.06824997067451477,-0.08084388822317123, -0.08167271316051483, 0.038480401039123535, -0.04149484634399414, 0.0621405728161335, 0.01636849343776703, -
I h h i h 0.02775057591497898, 0.02410232089459896, 0.021344885230064392, 0.056428126990795135, 0.02979239635169506, -0.05207456275820732,

p a Cel as t e Sec ret t at IS S Own Ca n 0.004299748223274946, 0.03417612612247467, 0.034210722893476486, 0.00010842653136933222, 0.011242502368986607, 0.03719356656074524, -

0.004098605364561081, 0.013202376663684845, 0.021659305319190025, 0.03850701451301575, -0.03979567810893059, 0.024909289553761482,

never be re p rOd u Ced N th e Astra conso I e 0.0036120524164289236, 0.030269717797636986, 0.03532775491476059, 0.04048445075750351, -0.021236592903733253, 0.05895552039146423,

0.04913758486509323, -0.047305576503276825, 0.05272332951426506, 0.012154217809438705, -0.02513653226196766, -0.0105582932010293, -

fo r Sec u rity re a SO n S ” 0.049685653299093246, 0.032950107008218765, -0.007436738815158606, -0.07494320720434189, -0.04471106082201004, 0.03816404938697815, -
. 0.029877835884690285, -0.020543526858091354, 0.02532779611647129, 0.011234065517783165, 0.07374250143766403, 0.04288359731435776,
0.03435317426919937, -0.02951200306415558, -0.09385887533426285, -0.005317367613315582, 0.01705515943467617, -0.00934696663171053,
0.01293235830962658, 0.02108096517622471, 0.030062183737754822, 0.004270109347999096, -0.005795920733362436, 0.006119553931057453, -
0.009726069867610931, -0.0016054088482633233, -0.12823154032230377, 0.005963715258985758, -0.01607099547982216,...]

Raw Text Embedding




Embeddings

Take source objects (text, images, sound, movies) and create Vector Embeddings.
This allows for Similarity Search on the Database finding Semantically comparable objects.

[-0.029334254562854767, 0.06338247656822205, 0.03711941838264465, 0.06770425289869308, 0.030722564086318016, -0.03855780512094498,
0.05715630576014519, 0.011225797235965729, 0.03209076076745987, 0.018565965816378593, 0.005725057329982519, 0.003278332995250821,
0.019661232829093933, 0.008483093231916428, 0.01011530589312315, -0.06865981221199036, -0.02742725796997547, 0.004272086545825005,
0.006464742589741945, 0.033381473273038864, -0.06456394493579865, -0.00168662762735039, -0.02538292482495308, -0.013529211282730103,
0.006745325401425362, -0.09090574085712433, -0.004533097147941589, -0.011557350866496563, -0.017933078110218048, 13565625995397568,
0.037340205162763596, -0.013345368206501007, -0.046318963170051575, 0.018221553415060043, -0.030514687299728394, 0.06087908893823624, -
0.015947293490171432, -0.004384475760161877, 0.011510275304317474, 0.03181201219558716, 0.0004961538943462074, -0.009607694111764431, -
0.0026698557194322348, -0.02120211534202099, -0.02445143461227417, 0.018808122724294662, -0.04526928439736366, 3507508337497711
0.011936023831367493, -0.04246317967772484, -0.04538712650537491, 0.0030571885872632265, -0.02645616978406906, 0.004339783918112516, -
0.004989228677004576, -0.0019529943820089102, -0.015389597043395042, -0.008066490292549133, -0.04361109808087349, 0.018591511994600296, -
0.008249715901911259, 0.031450431793928146, 0.008753931149840355, -0.06284607946872711, -0.02690013311803341, 0.061753395944833755,
0.0314679853618145, 0.005365008022636175, -0.034285105764865875, -0.06475269049406052, 0.06229010224342346, -0.016091199591755867, -
0.038237784057855606, -0.01697474904358387, 0.0023320959880948067, -0.02873411774635315, -0.07216104120016098, 0.04663623124361038,
0.023897146806120872, -0.02821142040193081, -0.03714695945382118, -0.055613692849874496, -0.0028377221897244453, -0.06574894487857819, -
0.06103818118572235, 0.06294400244951248, 0.0034130788408219814, 0.07920042425394058, 0.007338271476328373, 0.06506536900997162, -
0.02522268146276474, 0.027450041845440865, -0.01720043271780014, 0.046272337436676025, -0.05018896237015724, 0.015779439359903336, -
0.026586400344967842, -0.01974601112306118, -0.00036689057014882565, -0.016816521063447, -0.025464840233325958, 0.00071008078521117
0.04524853080511093, 0.0010508883278816938, -0.005472411867231131, 0.011604292318224907,-0.0427076481282711, -0.02004644088447094, -
0.06824997067451477,-0.08084388822317123, -0.08167271316051483, 0.038480401039123535, -0.04149484634399414, 0.0621405728161335, 0.01636849343776703, -
0.02775057591497898, 0.02410232089459896, 0.021344885230064392, 0.056428126990795135, 0.02979239635169506, -0.05207456275820732,
0.004299748223274946, 0.03417612612247467, 0.034210722893476486, 0.00010842653136933222, 0.011242502368986607, 0.0371935665607452:
0.004098605364561081, 0.013202376663684845, 0.021659305319190025, 0.03850701451301575, -0.03979567810893059, 0.024909289553761482,
0.0036120524164289236, 0.030269717797636986, 0.03532775491476059, 0.04048445075750351, -0.021236592903733253, 0.05895552039146423,
0.04913758486509323, -0.047305576503276825, 0.05272332951426506, 0.012154217809438705, -0.02513653226196766, 105582932010293, -
0.049685653299093246, 0.032950107008218765, -0.007436738815158606, -0.07494320720434189, -0.04471106082201004, 0.03816404938697815, -
0.029877835884690285, -0.020543526858091354, 0.02532779611647129, 0.011234065517783165, 0.07374250143766403, 0.04288359731435776,
0.03435317426919937, -0.02951200306415558, -0.09385887533426285, -0.005317367613315582, 0.01705515943467617, -0.00934696663171053,
0.01293235830962658 2108096517622471, 0.030062183737754822, 0.004270109347999096, -0.005795920733362436, 0.006119553931057453, -
0.009726069867610931, 16054088482633233, -0.12823154032230377, 0.005963715258985758, 1607099547982216,

Image or Audio Embedding




> Whatis Vector

Search
Shirt
o Vector search finds objects that '
have similar meaning
e Vector search understands - -
MEANING Blue Red

e Vectors created from EXISTING " ‘

data through EMBEDDINGS

Y Pants



Al Governance

Ethan Mollick [fij] « Following e X
Associate Professor at The Wharton School. Author of Co-...
The®

After talking to many firms, | have come to believe a key factor in successful Al
adoption is whether the executive team actually experiments with Al to try to get
work done themselves. Those who do tend to feel urgency and push for
transformation.

Most c-level folks (the vast majority of executives | talk to) still haven't even tried
LLMs. Changing that should be the highest priority of anyone who wants their
company to succeed at Al.

12:19 «!l 5G (@)

e coe

Ethan Mollick @ - Following

Associate Professor at The Wharton
School. Author of Co-Intelligence

Th-®

Big issue in organizations: They have
put together elaborate rules for Al use
focused on negative use cases (and
some of the focus of these rules, like
privacy, have actually become much
less important over the last year as Al
companies have updated their policies).

As a result, employees are too scared to
talk about how they use Al, or to use
corporate LLMs; they are afraid of
punishment for ill-defined mistakes. But
they keep using Al. They just become
secret cyborgs, using their own Al & not
sharing knowledge.



Integrating GenAl
into Your Org

N o O Rs b

Organizational Assessment
Executive Education and Alignment
Al Council Formation

Policies and Guidelines

Training

GenAl Integration

Measuring the Value



Self Awareness for Al

Good Al newsletters
Try stuff

S Slmple rules Integrate on your daily routine

Improve your prompting skills

o K~ b=

Stay alert



How is it able to remember conversations?

Contextual Memory

Question A

Response A Response A Response A

= Question B

-+

Question B

Response B

Response C

LAB



Why do Language Models Hallucinate?
---------------- T
behind the question / prompt

Why does this N Information needed to give the relevant
happen? answer was absent in the training data

These are probabilistic models - leading to

inconsistency/randomness in its outputs

-
LAB



Business problems solved by Gen Al - Retail

Customer Segmentation

Fraud Detection Price Optimisation

Customer Sentiment
Image Recognition Analysis
J J Deep
Learning

| Face Detection

() 4

Virtual Try-on

Product
Virtual Shopping Personalisation D

LAB



Business problems solved by Gen Al - Health

Patient Risk

Stratification Likelihood of

readmission

Disease Outbreak

Prediction
Medical Image
Segmentation
Drug Discovery Deep
Learning
Medical Image
Gen Synthesis
Al
Doc Bot

Personalized
o . Treatment Plans o

LAB



Business problems solved by Gen Al - Tech

Network Intrus!on Web Traffic Prediction
Detection

Malware detection

Autonomous Driving

Vehicles

Deep IT Chatbot

Learning
Speech Recognition

for Security (G—en\ /
} / Synthetic Data

\AI

Generation
Code Generation

Marketina Campaian ~__ Virtual Workspaces

LAB



MindMap

i)

Structured QA

Generative h
Models Speec Sentiment

. Generative Al Image Analysis
Arificial Info. Extract
Intelligence Video ’

. o e o Ob’ f
Discriminative Al Word Text Reco gjj?l‘i:ﬁon
Embeddings Image
Captioning
Large Language Understanding Text
Moges Text Completion
Memory

Hallucinations

LAB



Cities

o dor it P Generative Al
onaon ohnar an
| Cities.

Uses generative Al to optimize
energy usage, improve

transportation systems, and Sp—
manage waste. pa——

SMART LONDON PLAN

EFFICIENCY
& RESOURCE

MANAGEMENT




Generative Al
San Francisco Urban Festival

Uses generative Al to develop and
test sustainable urban design
prototypes.

URBAN PROTOTYPING

is a global movement exploring how
design, art, and technology can
serve as tools for civic participation

\ -




oortand Urban Data Lak Generative Al
ortian roan vatla LakKe
| Cities.

Cities

Uses generative Al to analyze
and manage data related to
energy consumption,
transportation, and waste
management.

Urban data storage system
Public-private partnership
Address public’s concerns



Generative Al

Smart Nation Singapure »
Use of generative Al to optimize A% Smart Nation
energy consumption, improve ZW S 1IN GAPORE
transportation systems, and
manage WaSte. \Ij:gp/s://www.smartnation.go

alg) ”}'7,/7177 )

TRANSFORMING
SINGAPORE THROUGH

W/, TECHNOLOGY




Cities

Generative Al
Los Angeles MDS -

MOBILITY
Uses generative Al to optimize the m SPECIFICATION
management of dockless e-scooters and oM ..

bicycles, which have become increasingly
popular modes of transportation in many cities.

https://cities-today.com/how-los-angeles-
took-control-of-its-mobility-data/

The platform enables the city to collect real- Generative Al can help cities
time c!ata about the Iocatlon,. usage, and | optimize their transportation
charging status of these vehicles, and use this
data to manage the fleet more efficiently and
effectively.

systems, reduce congestion,
and improve mobility for
residents and visitors.



15 min break



