
1 VAR Revision

Consider the three variables: PCR - Private Consumption; GCR - Government Consump-

tion; and URX - Unemployment Rate and define Y t = (lPCRt, lGCRt, URXt)
′.

Figure 1

Series are trending, hence nonstationary, but it is important to know

whether the nonstationarity is due to a unit root or not. Thus, we apply

unit root tests to all three series.
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1.1 Unit Root Testing

Figure 2

Figure 3
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Figure 4

1.2 SVAR estimation

Consider the following SVAR model:

Γ0Y t = µ+

p∑
i=1

ΓiY t−i + εt (1)

For estimation we use the reduced form of the SVAR, i.e.:

Γ0Y t = µ+

p∑
i=1

ΓiY t−i + εt

Y t = Γ−10 µ+

p∑
i=1

Γ−10 ΓiY t−i + Γ−10 εt

Y t = A0 +

p∑
i=1

AiY t−i + Bεt

Y t = A0 +

p∑
i=1

AiY t−i + ut (2)

where A0 = Γ−10 µ, Ai = Γ−10 Γi, i = 1, ..., p, and B = Γ−10 .

Hence, for identification of the SVAR we need to estimate reduced form VAR in

(2). Estimation can be done by MLE or equation by equation using OLS. Given the

nonstationarity of the data we are going to start with the estimation of a VAR in first

differences.
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1.2.1 Order identification

Figure 5

Considering the three Information Criteria AIC, BIC and HQC, we see that each

points to a different order of the VAR(p). AIC suggests a VAR(5), BIC suggest a VAR(1)

and HQC suggests a VAR(4).

1.2.2 VAR Estimation

VAR(1)

Figure 6
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Figure 7

Figure 8

Figure 9
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Figure 10
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VAR(4)

Figure 11
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Figure 12

Figure 13
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Figure 14

Figure 15
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1.3 IRFs

Short-run restrictions used for identification

Figure 16

1.4 Forecast Variance Decomposition
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Figure 17
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2 Analysis in Levels

2.1 Johansen Test

Figure 18
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2.2 VECM

Figure 19

Figure 20
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Figure 22
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Figure 24
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2.3 IRFs

Figure 25
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