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Preface

Why yet another text on industrial organization (IO)? IO texts are not in short supply, and
so the question is only fair and natural. Accordingly, this preface provides a convincing
answer to this opening question.

Industrial organization has changed a great deal over the past two decades. Most
importantly, it has evolved from a niche area in economics to an independent discipline
that is studied by most economists and by students and scholars in areas such as finance,
marketing, and strategy. This shift has resulted from two factors: (1) IO is the first
economics discipline to incorporate the developments in game theory that took place
during the late 1960s and 1970s, and (2) the analysis of imperfectly competitive markets
(a possible definition of IO) is an inherently interesting and important task.

The evolution of the status of IO has not been reflected in the supply of new
IO texts. Although the latter have increased in number, one cannot avoid the feeling
that most texts have been written primarily for an audience of advanced undergraduate
economics students; and in some cases for students who intend to pursue an academic
career in economics. Why do I say this? First, because the level at which they are written
is somewhat advanced for a student who does not have economics as a primary field
of study. Second, many of these texts are methodology driven rather than issue driven:
They introduce readers to a collection of models and econometric regressions as if to
initiate them in the activity of research in IO—which is a natural bias, given that most
authors are well-known IO researchers.

This text fills the perceived gap: Here, then, is a text that will appeal to a wide
audience of readers, including economics students as well as students from other areas
who are interested in economics as part of their education. Accordingly, the two main
objectives of this book are the following:

1. The book is an introduction. This is naturally reflected by its length, between one
third and one half of the size of most other texts. However, brevity is achieved not
so much through superficiality in the treatment of each issue, but rather through
greater selectivity in the list of topics addressed.a

a G. K. Chesterton once wrote a long

letter to the editor of a newspaper.

Asked why he wrote such a long

letter, he allegedly answered,

“Because I didn’t have the time

to write a short one.” I consider its

relatively short length as one of the

accomplishments of this text.

2. The book is issue driven rather than methodology driven or literature driven.
Although I make extensive use of models (because I think they are a useful way
of understanding reality), I introduce a new model only when this is justified in
terms of the marginal benefit in understanding an issue.b

b In particular, I should emphasize

that the list of references in the

book does not reflect a balanced

survey of the IO literature. To

stress this point, I have chosen not

to make direct reference to sources

in the text, leaving bibliographic

references to notes at the end

of the text. (These are the notes

marked with numbers, as opposed

to footnotes such as this one, which

are marked with letters.)

Studying this book will not make the reader an expert in industrial organization;
nor will it provide a complete or even representative view of two decades of research
in the field. However, it will give an idea of the main issues involved in the analysis
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of market competition, and in applying these ideas to the understanding of relevant
problems reported in the Wall Street Journal, Financial Times, Economist, and related
publications:c How should Nintendo react to Sony’s cutting the price of its PlayStation?

c The number of citations to

newspaper articles in this book is

approximately equal to the number

of citations to scholarly articles.

Was the Department of Justice right in suing Microsoft for bundling Windows with
Internet Explorer? How will the proposed merger between British Airways and American
Airlines impact on transatlantic airfares? Should the European Union allow the merger?
And so forth.

This text is as up-to-date as possible. Although most of the developments in IO
occurred during the 1980s, it is surprising how many are still not included in textbooks.
Although their original treatment is rather technical, the basic ideas are sufficiently
important to warrant a simplified textbook treatment. Examples include the analysis
of price competition with capacity constraints, dynamic models of collusive behavior,
competitive selection, endogenous entry costs, and vertical restraints.

The text strikes a balance in terms of the relative weight of ideas and examples and
of the relative weight of U.S. and non–U.S. examples (the latter mostly European). Some
of the examples are presented in separate boxes, of which there are more than thirty in
the book; most are introduced in the main text.

Readers should be familiar with basic economics, at the level of Economics 1. Those
less familiar with the background concepts necessary for IO can start with chapter 2, a
primer in microeconomics that covers the necessary concepts for the purpose of this
book. The basic text consists mostly of graphical analysis. This is complemented by a
series of supplemental materials (posted on the web) that make more extensive use of
algebra and calculus. In this way, the book is sufficiently flexible to accommodate readers
of different technical backgrounds. Although the basic text is self-contained without the
mathematical sections, readers familiar with algebra and differential calculus will find
the supplemental sections helpful.

The exercises at the end of each chapter are divided into “Revision and Practice”
exercises and “Extension” exercises. The titles are self-explanatory. Extension exercises
typically consider generalizations of results presented in the main text. Exercises are
classified from (no asterisk) to ∗∗∗, according to level of difficulty.

The book’s website may be accessed at the following address:

http://luiscabral.org

At this site, readers will find advanced mathematical sections, additional examples and
case studies, solutions to exercises, and other materials of interest. The site also includes
sections especially designed to help instructors.
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C H A P T E R 1

What Is Industrial Organization?

What is industrial organization? It might help to start by clarifying the meaning of “indus-
trial.” According to Webster’s New World Dictionary, “industry” refers to “manufacturing
productive enterprises collectively, especially as distinguished from agriculture” (defi-
nition 5a). “Industry” also means “any large-scale business activity,” such as the tourism
industry, for example (definition 4b).

This double meaning is a frequent source of confusion regarding the object of
industrial organization. For our purpose, “industrial” should be interpreted in the sense
of Webster’s definition 4b. That is, industrial organization applies equally well to the
steel industry and to the tourism industry; as far as industrial organization is concerned,
there is nothing special about manufacturing.

Industrial organization is concerned with the workings of markets and industries,
in particular the way firms compete with each other. The study of how markets operate,
however, is the object of microeconomics; it has been said that “there is no such subject as
industrial organization,” meaning that industrial organization is nothing but a chapter of
microeconomics.1 The main reason for considering industrial organization as a separate
subject is its emphasis on the study of the firm strategies that are characteristic of
market interaction: price competition, product positioning, advertising, research and
development, and so forth. Moreover, whereas microeconomics typically focuses on the
extreme cases of monopoly and perfect competition, industrial organization is concerned
primarily with the intermediate case of oligopoly, that is, competition between a few
firms (more than one, as in monopoly, but not as many as in competitive markets). For
the preceding reasons, a more appropriate definition of the field would be something
like “economics of imperfect competition.” But the term “industrial organization” was
adopted and we are not going to change it.
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1.1 AN EXAMPLE

Examples are often better than definitions. In this section, we examine the case of a
pharmaceutical firm, Glaxo Wellcome. This example touches on a number of issues of
interest to industrial organization. It thus provides a useful introduction to the next
section, where we look in a more systematic way at the main questions addressed by
industrial organization.

Zantac, the well-known ulcer and heartburn medicine produced by Glaxo Well-
come, is the largest-selling prescription drug in the world, with sales of $1.6 billion. It
costs relatively little to produce Zantac. However, the drug is sold at a very high price—
that is, the price margin set by Glaxo Wellcome is very high. Why? An obvious answer
is that the seller wants to maximize profits and is able to do so by increasing price.

This begs a second question: Why is Glaxo Wellcome able to increase prices without
losing a significant number of customers? One possible answer is that there are relatively
few substitutes for Zantac. In other words, Glaxo Wellcome has a significant degree of
market power in its therapeutical area (ulcers).

If Glaxo Wellcome’s Zantac is so successful, why have other firms not imitated it?
In part, because Glaxo Wellcome holds a number of patents that protect its blockbuster
drug—or better, used to hold. As the following news item suggests, the years of Zantac’s
exclusivity have gradually come to an end.

Novopharm has won permission from the U.S. Federal Court of Appeals to market a
generic version of Glaxo Wellcome’s ulcer drug Zantac. The court ruled against Glaxo
Wellcome’s claim that Novopharm’s drug infringes its patent rights.

Glaxo Wellcome is fighting seven other cases against generic versions of Zantac.2

A generic is a chemically equivalent drug that is sold under the generic chemical
name (ranitidine, in the case of Zantac) rather than under the brand name. Notwith-
standing innumerous claims that generic Zantac has the same effect as branded Zantac,
the latter still manages to command a large market share while selling at a much higher
price. In July 1999, RxUSA, a discount drug seller, was quoting a 30-tablet box of 300-
mg Zantac at $85.95. For a little more than that, $95, one could buy a 250-tablet box of
300-mg generic Zantac (ranitidine)—that is, for 7.5 times less per tablet.

Zantac, moreover, is not the only drug in its therapeutical area; there are several
alternatives to Zantac, such as SmithKline’s Tagamet. Reviews of clinical trials indicate
that there is little difference in the success rates of one drug over the others; in other
words, one drug can easily be substituted for any of the others. Why then isn’t price
competition more intense? The following quote offers a possible answer.

BELLYACHE BATTLES. We knew that the battle for your bellyaches would be big, but we had
no idea it would be so bloody. Hundreds of millions of dollars are being poured into
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advertising designed to establish brand loyalty for either Tagamet HB or Pepcid AC.
Zantac 75 will join the fray shortly.

These drugs were blockbusters as prescription ulcer treatments; now that they are
available over-the-counter for heartburn, their manufacturers have really taken off the
gloves.3

In other words, advertising plays a very important role. In fact, the advertising budgets
of large pharmaceutical companies are of the same order of magnitude as their research
budgets. It is not the product’s worth that matters, but rather what consumers—and
doctors, who frequently act as agents for the final consumer—think the product is worth.

Glaxo Wellcome may complain about the advance of generics producers who are
gradually eroding Zantac’s market share. But Zantac itself was also, to a great extent,
a so-called “me-too” drug. Tagamet, introduced by SmithKline in 1977, was the truly
revolutionary drug in ulcer therapy. Zantac, which came a few years later, was sufficiently
different that it did not infringe SmithKline’s patent rights, but was sufficiently similar
to allow Glaxo to compete head-to-head with Tagamet.

At the time of the introduction of Zantac, Glaxo was an independent company.
Since then, it has merged with Wellcome to form Glaxo Wellcome. The merger was
heralded as the creator of important synergies: It linked up similar avenues of research
into prescription drugs previously sought by both companies.

We have very complementary product lines, with Glaxo’s strength in respiratory and
gastrointestinal medications and Wellcome’s in antiviral remedies. So there’s the chance
for synergies.

More specific synergy has emerged recently. Glaxo has reported that a combination
of Wellcome’s AZT and Glaxo’s 3TC, an anti–hepatitis B drug now in clinical trials, works
better against AIDS than either drug alone.4

The Glaxo Wellcome Zantac example illustrates several issues that industrial or-
ganization is concerned with (see following, in italics): Glaxo Wellcome is a firm that
commands a significant degree of market power in the anti-ulcer and heartburn thera-
peutical segment (the relevant market definition). Glaxo Wellcome, which resulted from
the merger of Glaxo and Wellcome, established its position by means of a clever R&D
strategy that allowed it to enter an industry already dominated by SmithKline; and by
means of an aggressive marketing strategy that increased its market share. For a time,
Zantac’s position was protected by patent rights. This is no longer the case, meaning that
differentiating the product with respect to the incoming rivals (generics producers) is
now a priority.

In the next section, we consider these and other important issues, organizing them
into a set of central questions addressed by industrial organization.
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1.2 CENTRAL QUESTIONS

The example in the previous section suggests a number of issues, all centered around the
notion of market power. In this section, we attempt to formulate the object of industrial
organization in a more systematic way. One can say that the goal of industrial organization
is to address the following four questions: (1) Is there market power? (2) How do firms
acquire and maintain market power? (3) What are the implications of market power? (4)
Is there a role for public policy regarding market power?

Because all of these questions revolve around the notion of market power, it may
be useful to make this notion more precise. Market power may be defined as the ability
to set prices above cost, specifically above incremental or marginal cost, that is, the cost
of producing one extra unit.a So, for example, if Glaxo Wellcome spends $10 to produce

a A rigorous definition of marginal

cost and other cost concepts

is given in chapter 2. If costs

are proportional to output, then

marginal cost is equal to unit cost.

a box of Zantac and sells it for $50, then we say that it commands a substantial degree of
market power.

Is There Market Power?

Understandably, this is an important question, in fact, a crucial one. If there is no market
power, then there is little point in the study of industrial organization.

Over the years, many empirical studies have attempted to measure the extent of
market power. Assuming that costs are proportional to output, a good approximation
of the extent of market power can be obtained from data on prices, output, and profit
rates.b One famous study along these lines found that the extent of market power in

b The profit rate is given by

revenues minus cost divided

by costs: r = (R − C)/C . If costs

are proportional to output, then

costs are given by unit cost times

output, UC · Q (Q is output),

whereas revenues are given by

R = P · Q (P is price). It follows that

r = (P − UC)/UC , so r is a good

measure of the gap between price

and unit cost (which in this case is

also equal to marginal cost).

the American economy is very low, a conclusion that follows from observing relatively
low profit rates.5 This finding is consistent with one of the central tenets of the Chicago
school: As long as there is free entry into each industry, the extent of market power is
never significant. If a firm were to persistently set prices above cost, a new firm would
find it profitable to enter the market and undercut the incumbent. Therefore, market
power cannot persist, the argument goes.c

c The theory of contestable markets

formalizes this argument.6

Not every economist agrees with this view, either at a theoretical or at an empirical
level. From an empirical point of view, an alternative approximation to the value of
marginal cost is obtained by dividing the increase in cost from year t to year t + 1 by the
increase in output in the same period. Based on this approach, a study estimates that
prices may be as much as three times higher than marginal cost.7

Evidence from particular industries also suggests that the extent of market power
may be significant. Take, for example, the U.S. airline industry. A 1996 U.S. government
report analyzed average fares in 43 large airports. In ten of these airports, one or a few
airlines hold a tight control over takeoff and landing slots. The report found that, on
average, fliers were paying 31% more at these airports than at the remaining 33 airports.8

In other words, the report provides evidence that airlines that manage to control the
critical asset of airport access hold a significant degree of market power. More recently,
in response to a proposed merger between Staples and Office Depot, the Federal Trade
Commission examined prices of office supplies in areas with one, two, or more competing
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superstores. In areas where only one chain operates, the study concludes, prices can be
up to 15% higher than in other areas.

Further examples could be supplied. These would not necessarily be representative
of what takes place in every market. To be sure, in a large number of industries, firms
hold little or no market power (see chapter 6). The point is that there are some industries
where market power exists to a significant extent.

How Do Firms Acquire and Maintain Market Power?

Market power translates into higher profits. Creating and maintaining market power is
therefore an important part of a firm’s value-maximization strategy.

How do firms acquire market power? One way is through legal protection from
competition, so that high prices can be set without new competitors entering the market.
For example, in the 1960s, Xerox developed the technology of plain-paper photocopying
and patented it. Given the legal protection provided by Xerox’s patents, it could raise
prices to a significant level without attracting competition (see box 16.1).

Firm strategy may also play an important role in establishing market power. Take,
for example, the case of the British Sky Broadcasting Group (BSkyB). BSkyB, which
broadcasts by satellite, is one of the contenders for the British digital TV market. Its
competitors include ONdigital, which is based on terrestrial broadcasting, and a con-
sortium of cable operators. In May 1999, BSkyB introduced an aggressive package that
includes a free set-top decoder box, free Internet access, and a 40% discount on tele-
phone charges.9 The idea of BSkyB’s marketing plan is to preempt its rivals by creating
an early lead in installed base of subscribers, a lead that eventually will give BSkyB a
persistent advantage over the competition. In fact, following the announcement of the
new package, BSkyB’s shares were up by 12%, whereas ONdigital’s slid by 1.8%. Still,
there is concern that BSkyB’s move may trigger a price war that could hurt the profits of
every firm in the industry. In fact, ONdigital reacted by saying it also will provide free
set-top boxes.

Creating market power is only one part of the story. A successful firm also must be
able to maintain market power. Patents expire. Imitation takes place. Protected industries
are deregulated. What can incumbents do to maintain their position? The airline industry
provides an example. In 1998, Japan deregulated its airline industry. Skymark Airlines
and Air Do entered a market that, for 35 years, was dominated by incumbents Japan
Airlines (JAL) and All Nippon Airlines (ANA). The latter have responded to this entry
by engaging in an aggressive price war—to the delight of consumers. But the incumbents’
response goes beyond this. ANA and JAL carry out maintenance of the upstarts’ planes,
for there are no independent servicing companies in Japan. There is a fear that ANA and
JAL will refuse to service additional planes introduced by Skymark and Air Do and that,
eventually, the industry will return to its old ways—high fares and high profits.10

In the United States, American Airlines is fighting a court battle over alleged
predatory pricing against entrants into its Dallas/Forth Worth hub. American did manage
to drive out three competitors: Vanguard, Sun Jet, and Western Pacific. Fares on the route
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between Dallas and Kansas City, for example, fell from $108 to $80 when Vanguard
entered the market. After Vanguard exited, American gradually raised fares to up to
$147 in 1996.11 Joel Klein, head of the antitrust division at the Justice Department,
thinks American’s strategy achieved more than just driving current rivals out of the
market—it also sent a clear signal to potential future entrants: “A sophisticated economist
compared it to choosing between two fields with ‘no trespassing’ signs. One has two
dead bodies in it, the other has no dead bodies in it. Which field would you feel ready
to trespass?” Reputation for toughness is a reliable means of maintaining a position of
market power.

In different chapters of this text, especially in chapters 10 to 17, we examine a large
set of strategies that firms may deploy to create and maintain their market power.

What Are the Implications of Market Power?

From the firm’s point of view, market power implies greater profits and greater firm value.
From a social welfare point of view—or from a policymaker point of view, if we believe
policymakers pursue the collective good—the implications are more complicated.

The first-order effect of a high price is a transfer from consumers to firms:d For each

d By “first-order,” we mean the

effect that is quantitatively most

significant.

extra dollar in price, each buyer is transferring one extra dollar to the seller. If regulators
put a greater weight on consumer welfare than on profits, then this transfer should be
seen as a negative outcome. In fact, antitrust and competition policies are to a great extent
motivated by the goal of protecting consumers from these transfers (see the next section).

In addition to a transfer effect, however, a high price implies an inefficient allo-
cation of resources. High airfares, for example, mean that there are potential fliers who
refrain from buying tickets even though the cost of carrying them as passengers would be
very low. From a social point of view, it would be efficient to fly many of these potential
travelers: Although the value they derive from flying is lower than the price (hence they
don’t fly), that value is greater than the cost of flying (which is much lower than price).
The loss that results from the absence of these sales is the allocative inefficiency implied
by market power.e

e A rigorous definition of this

concept is given in chapter 2.

“The best of all monopoly profits is the quiet life”:12 A monopolist does not need to
be bothered with competition. More generally, firms with greater market power have less
incentive to be cost efficient, one may argue. For example, European airlines are known to
be less efficient than North American airlines. To a great extent, this efficiency gap results
from the more intense competition in the North American market. In other words, market
power implies a second type of inefficiency—productive inefficiency, which we define
as the increase in cost that results from market power.f

f Again, we defer the more precise

definition to the next chapter.

The discussion of the preceding

hypothesis (market power leads

to productive inefficiency) can be

found in chapter 3.

When market power is artificially maintained by government intervention, a third
type of inefficiency may result—rent seeking. By rent seeking, we mean the unproductive
resources spent by firms in attempting to influence policymakers. Consider, for example,
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the following news article regarding AT&T’s effort to maintain its position in the cable
television market:

This summer, AT&T Corp. faced the specter of cities around the country requiring it to
open its cable television lines to rival Internet companies. . . . The threat never really
materialized. Why not? It depends on whom you ask.

AT&T attributes its success to its ability to explain the issues to local officials . . .
[Others have a different opinion:] “It comes down to bribery or threats,” says Greg
Simon, co-director of Opennet Coalition, a group of companies that has launched its
own lobbying effort to promote open access.13

Another example of large amounts of resources spent in attempting to influence
decision makers is the recent Microsoft case. Netscape, Sun Microsystems, and Microsoft
itself would not have spent the vast amounts that they did if the operating system industry
were not as profitable as it is—thus the idea that rent seeking is a consequence of market
power.

The preceding discussion supports the view that market power, good as it might
be for firms, is bad for society. First, it makes firms richer at the expense of consumers.
Second, it decreases economic efficiency (allocative and productive efficiency). Third, it
induces firms to waste resources to achieve and maintain market power. However, from
a dynamic point of view, an argument can be made in favor of market power:

As soon as we go into the details and inquire into the individual items in which progress
was most conspicuous, the trail leads not to the doors of those firms that work under
conditions of comparatively free competition but precisely to the doors of the large
concerns.14

This argument is one of the central points of the Austrian school, led by its greatest
exponent, J. Schumpeter, author of the preceding quotation. It is examined in greater
detail in chapter 16. Like the Chicago school, the Austrian school is quite radical when it
comes to market power. However, whereas a Chicago economist would argue that market
power does not exist, a Schumpeterian would rather say that market power exists—and
it’s a good thing that it does, for market power is a precondition for technical progress.

Is There a Role for Public Policy Regarding Market Power?

In the context of industrial organization, the primary role of public policy is to avoid the
negative consequences of market power. Public policy in this area can be broadly divided
into two categories: regulation and antitrust (or competition policy).g Regulation refers

g The terminology “antitrust” is

more common in the United States,

whereas “competition policy” is

the corresponding European term.

to the case in which a firm detains monopoly or near-monopoly power, and its actions
(e.g., the price it sets) are directly under a regulator’s oversight. For example, until 1996,
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AT&T needed regulatory approval each time it changed its long-distance telephone rates.
Antitrust policy (or competition policy) is a much broader field. The idea is to prevent
firms from taking actions that increase market power in a detrimental way. A couple of
examples may help.

In May 1999, shareholders of Exxon Corp. and Mobil Corp. overwhelmingly approved
the plan to merge the two companies. Lee Raymond and Lucio Noto, the two chairmen
and chief executives, claim that size and market power are not the motivation for the
merger, rather it’s the cost savings that will be achieved—$2.8 billion annually, they
estimate.15 “If anybody thinks that this company will have monopolistic power in this
environment, when we have less than 4% of world production and 11% of world sales,
they are dreaming,” says Mr. Noto. U.S. antitrust regulators don’t seem to share the same
opinion. They are expected to require Exxon and Mobil to divest some refineries and retail
outlets, especially in areas where the two companies hold a greater market share.

On the other side of the pond, U.K.’s Office of Fair Trading (OFT), one of Britain’s
competition watchdogs, has recently examined the actions taken by The Times news-
paper. Over a period of six or seven years, The Times followed very aggressive pricing
strategies that nearly drove some of its rivals to bankruptcy. Although the “victims”—The
Independent, The Daily Telegraph, and The Guardian—survived the alleged predatory
attacks, The Times’ market share increased significantly. The OFT decided not to impose
any penalty, as there was insufficient evidence of intent to drive rivals out of the market.
However, it mandated The Times to inform the OFT of future plans to reduce prices, and
to justify the rationale for such price cuts.

The previous two examples provide an idea of the variety of situations that may
fall under the scope of public policy. The overall rationale is to prevent and remedy
situations where market power may reach unreasonable levels, to the detriment of
society—consumers in particular. Over the course of the next chapters, we examine
several other areas for policy intervention motivated by the goal of curbing market power.

As was stated before, the Chicago school takes a very different approach. The claim
is that, in a world of free competition, market power is never very significant. In fact, the
few situations where market power does exist result precisely from government inter-
vention. In other words, the Chicago school reverses the order of causation: It’s not that
market power prompts government intervention but the exact opposite—government
intervention creates market power, protecting the interests of firms and not those of con-
sumers. As Milton Friedman, a leader of the Chicago school, stated:

Because we all believed in competition 50 years ago, we were generally in favor of
antitrust. We’ve gradually come to the conclusion that, on the whole, it does more harm
than good. [Antitrust laws] tend to become prey to the special interests. Right now, who is
promoting the Microsoft case? It is their competitors, Sun Microsystems and Netscape.16
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Industrial Policy

In addition to regulation and antitrust (or competition policy), some countries have
followed policies targeted at particular firms or groups of firms. Of particular importance
is industrial policy. The goal of industrial policy is very different from that of regulation
and antitrust. Whereas the latter attempt to promote competition, the former is geared
toward strengthening the market position of a firm or industry, particularly with respect
to foreign firms. For example, much of the success of Airbus Industrie, a consortium
backed by four European countries, is the result of the support it has received from the
respective governments over the past three decades. Starting from a market share of less
than 10% in the 1970s, Airbus is now competing head-to-head with Boeing, the industry’s
main competitor.

Industrial policy is generally not favored by economists. In practice, it amounts
to governments picking winners among a number of potential firms and industries. But
why should governments know better than the market who the promising firms and
industries are? A frequent argument in support of industrial policy is the example of
MITI, the Japanese Ministry of Industry and Foreign Trade. True, the prowess of the
Japanese export sector is a success story and owes a great deal to the role played by
MITI. For example, MITI’s support was an important factor in the emergence of Japan
as a leader in semiconductors. But together with the success stories, there is also a fair
number of flops: For example, the 1980’s project to develop a “fifth generation computer,”
which would leapfrog the American competitors, led to very poor results.17 For these
reasons, and as a matter of consistency, when talking about public policy we will restrict
our attention in this text to regulation and antitrust.

1.3 COMING NEXT

There are sixteen chapters to come, divided into six different parts.
Parts one and two are introductory in nature. Part one provides some of the tools

required for the study of IO: basic microeconomics (chapter 2), a brief introduction to the
theory of the firm (chapter 3), elements of game theory (chapter 4). Part two deals with
the extreme cases of monopoly and perfect competition. As suggested at the beginning of
the chapter, these models are normally treated in microeconomics courses. For readers
with a background in the field, some of the material treated in chapters 5 and 6 may
already be familiar.

Insofar as industrial organization is the study of imperfect competition, parts three
through six constitute the core of the text. Within these, part three plays a central role,
as it introduces the basic theory of oligopoly competition—static models (chapter 7),
dynamic models (chapter 8), and the study of the relation between market structure and
market power (chapter 9). Part four extends the analysis by considering firm strategies
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beyond the simple pricing and output decisions examined in part three. These include
price discrimination (chapter 10), vertical relations (chapter 11), product differentiation
(chapter 12), and advertising (chapter 13).

Throughout most of the text, we assume a given industry structure. Part five takes
one step back and looks at the endogenous determinants of industry structure. We begin
by looking at how technology and demand conditions influence market structure (chapter
14), and then move on to examine the role played by firm strategy (chapter 15). Part six
concludes the text by focusing on technology-intensive industries. In chapter 16, we
study how firms compete in research and development (R&D) and how this influences
market structure. In chapter 17, we examine industries where networks and standards
play an important role.

A Note on Methodology

Most economists analyze industries with reference to a framework known as the
structure-conduct-performance (SCP) paradigm.18 First, one looks at the aspects that
characterize market structure: the number of buyers and sellers, the degree of product
differentiation, and so forth. Second, one pays attention to the typical conduct of firms
in the industry: pricing, product positioning and advertising, and so forth. Finally, one
attempts to estimate how competitive and efficient the industry is.

Underlying this system is the belief that there is a causal chain between the
preceding different components: Market structure determines firm conduct, which in
turn determines industry and firm performance. For example, in an industry with very
few competitors, each firm is more likely to increase prices or collude with its rivals.
And higher prices have the performance implications discussed in the previous section.

Causality also works in the reverse direction. For example, a firm that does not
perform well exits the market, so performance influences market structure. Likewise, a
firm may price very low to drive a rival out of the market, an instance where conduct
influences structure. Finally, government intervention and basic demand and supply
conditions also influence the different components of the SCP paradigm.

In chapters 9 and 14, we look at the relation between the different components in
the structure-conduct-performance paradigm. However, most of the text centers on the
analysis of firm conduct and how it influences firm and industry performance as well as
market structure.h

h It should be clear that the SCP

paradigm is not a model that

directly provides answers to

the questions listed previously.

It is best thought of as a guide

that allows one to analyze and

understand the workings of

different industries. Alternative

frameworks have been proposed

for the same or similar purposes.

Examples include Michael Porter’s

five-forces framework for the

analysis of industry competition.

The five forces are suppliers,

buyers, substitute products,

potential entrants, and competition

between incumbent firms.19

Summary

. Industrial organization is concerned with the workings of markets and industries, in
particular, the way firms compete with each other.
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. Specifically, the central questions addressed by industrial organization are (1) Is there
market power? (2) How do firms acquire and maintain market power? (3) What are the
implications of market power? (4) Is there a role for public policy as regards market
power?

Key Concepts

. market power

. efficiency

. regulation

. rent seeking

. antitrust and competition policy

. industrial policy

. Chicago school

. Austrian school

. structure-conduct-performance paradigm

Review and Practice Exercise

1.1∗ Empirical evidence from a sample of more than 600 U.K. firms indicates that,
when controlling for the quantity of inputs (i.e., taking into account the quantity of
inputs), firm output is increasing in the number of competitors and is decreasing in
market share and industry concentration.20 How do these results relate to the ideas
presented in the chapter?





C H A P T E R 2

Basic Microeconomics

Industrial organization is a branch of microeconomics. Although this text is an introduc-
tion to industrial organization, it assumes some familiarity with the basic concepts of
microeconomics. In this chapter, we summarize the main points that are relevant for the
chapters that follow.

2.1 DEMAND

Before going to watch a movie, you stop at a fast-food pizza store and place your order.
Pizza comes at a dollar a slice. Imagine what would be the maximum price you would
pay for one pizza slice. Perhaps three dollars, especially if you are very hungry and there
is no alternative restaurant in the neighborhood. Consumers don’t usually think about
this; all they need to know is that they are willing to pay at least one dollar for that
pizza slice. But, for the sake of argument, let us suppose that the maximum you would
be willing to pay is three dollars.

How about a second slice of pizza? Although one slice is the minimum necessary to
survive through a movie, a second slice is an option. It makes sense to assume you would
be willing to pay less for a second slice than for the first slice; say, one dollar and 50 cents.
How about a third slice? For most consumers, a third slice would be superfluous. If you
are going to watch a movie, you might not have the time to eat it, anyway. If you were to
buy a third slice, you would probably eat only the topping and little else. You wouldn’t
be willing to pay more than, say, 20 cents. Putting all of this information together, we
have your demand curve for pizza. Figure 2.1 illustrates this. On the horizontal axis, we
have the number of pizza slices you buy. On the vertical axis, we measure the willingness
to pay, that is, the maximum price at which you would still want to buy (in dollars).
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Figure 2.1 Consumer Demand for Pizza Slices.

There are two things we can do with a demand curve. First, knowing what the
price is (one dollar per slice), we can predict the number of slices bought. This is the
number of slices such that willingness to pay is greater than or equal to price. Or, to use
the demand curve, the quantity demanded is given by the point where the demand curve
crosses the line p = 1: two slices.

A second important use of the demand curve is to measure the consumer’s surplus.
You would be willing to pay up to three dollars for one slice of pizza. That is, had the
price been $3, you would have bought one slice of pizza anyway. In fact, you only paid
$1 for that first slice. Because the pizza is the same in both cases, you are $3−$1 = two
dollars better off than you would have been had you bought the slice under the worst
possible circumstances. Likewise, you paid 50 cents less for the second slice than the
maximum you would have been willing to pay.

The sum of these values ($2 plus 50 cents) is your surplus in the consumption of
pizza. Specifically, the consumer’s surplus is the difference between willingness to pay
and price for all units purchased. In terms of figure 2.1, the consumer surplus would be
given by the area between the demand curve and the line p = 1.

From the individual demand curves of each consumer, we can obtain the market
demand curve. We can to do this in the following way. We start with the highest price
for which anyone is willing to buy a slice of pizza and determine how many consumers
would be willing to pay that much. Then we consider a slightly lower price and ask the
same question again, and so forth. The result is a curve like the one in figure 2.2. Because
the number of consumers is typically large, the demand curve is normally a continuous—
or nearly continuous—line. As in the case of an individual demand curve, we measure
the consumer’s surplus as the area between the demand curve and the price level: This
is given by area CS in figure 2.2.

The preceding analysis suggests that we can read the market demand curve in two
ways. Taking q as the dependent variable and p as the independent variable, the demand
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Figure 2.2 Market Demand.

curve D(p) gives the total quantity demanded by consumers for a given price. This is the
“normal” way of reading the demand curve. Alternatively, we can take p as the dependent
variable and q as the independent variable. Then the demand curve P(q) (the inverse of
D(p)) gives the willingness to pay for the qth output unit.

Demand Elasticity

The demand curve indicates the quantity demanded at a given price. One practical
question of interest is how much demand changes as a result of a price change. This
is given by the slope of the demand curve, that is, the derivative of q with respect to p
(that is, the variation of q divided by the variation of p).a One problem with measuring

a The slope of the demand curve

is a frequent source of confusion.

For historical reasons, the demand

curve is represented with price on

the vertical axis and quantity on

the horizontal axis, even though

the “normal” way of reading

the demand curve is to think

of quantity as the dependent

variable. This implies that a greater

derivative of q with respect to

p—a steeper demand curve—

looks flatter under the usual

representation of the demand

curve.

the slope of the demand curve is that the value depends on the units used for p and q.
For example, the slope of the demand for oil depends on whether we measure price in
dollars or in euros, and on whether output is measured in millions of barrels a day or
thousands of barrels a day.

The concept of demand elasticity allows the determination of how quantity de-
manded depends on price in a way that is not dependent on units of measurement. The
demand elasticity is defined as the percent variation of quantity demanded divided by the
percent variation in price. Because quantity demanded decreases when price increases—
and vice versa—it is common to append a minus sign before the value of the ratio given
earlier. Formally,

ε ≡ −d q
d p

· p
q

≈ − �q/q
�p/p

The first part of the preceding equation gives the exact definition of demand elasticity—
the derivative of quantity demanded with respect to price multiplied by the ratio of
price over quantity. For small changes in p, a reasonable approximation to the value of
the derivative is the ratio between the percent variation in output (�q/q) and the percent
variation in price (�p/p).
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2.2 COSTS

At the risk of oversimplification, we can think of a firm as a process of transforming
inputs into outputs.b An interesting question is then how efficiently the firm transforms

b In chapter 3, we will go beyond

this simplified view of the firm.

inputs into outputs. The answer is given by the firm’s cost function, which shows the
total cost of inputs the firm needs to pay to produce output q.

Cost analysis is important for a second reason. Decision making is, to a great extent,
a process of comparing costs and benefits. A correct evaluation of the former is therefore
the first step in sound economic decision making. We begin this section by listing a
number of important cost concepts:

. Fixed Cost (FC): The cost that does not depend on the output level.

. Variable Cost (VC): That cost which would be zero if the output level were zero.

. Total Cost (TC): Sum of fixed cost and variable cost.

. Average Cost (AC) (also “unit cost”): Total cost divided by output level.

. Marginal Cost (MC): The cost of one additional unit. In other words, total cost of
producing q + 1 units minus total cost of producing q units of output.c

c Strictly speaking, this is the

definition of incremental cost.

The rigorous definition of marginal

cost is the derivative of total cost

with respect to the output level.

To illustrate all of these cost concepts, let us consider a very simple example, that of
a small T-shirt factory. To produce T-shirts, a manager leases one machine at the rate
of $20 per week. The machine must be operated by one worker. The hourly wage paid
to that worker is as follows: $1 during weekdays (up to 40 hours), $2 on Saturdays (up
to 8 hours), and $3 on Sundays (up to 8 hours). Finally, the machine—operated by the
worker—produces one T-shirt per hour. Assuming that current output (q) is 40 T-shirts
per week, we have the following:

. The fixed cost is given by the machine weekly lease. We thus have FC=$20.

. The variable cost is given by 40 T-shirts times one hour per T-shirt times $1 per hour,
which equals $40.

. The average cost is (20+40)/40 = $1.5.

. The marginal cost is $2. In fact, producing the 41st T-shirt in a given week would
imply asking the worker to work on Saturday, which would be paid at the hourly rate
of $2; moreover, producing a T-shirt requires one hour of work.
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Figure 2.3 Marginal Cost and Average Cost in the T-Shirt Factory Example.

Figure 2.4 Marginal Cost and Average Cost: General Case.

These cost values were computed for a particular value of output. However, both average
cost and marginal cost depend on the value of output. By computing the values of
marginal cost and average cost for each value of output, we get the marginal cost and
average cost functions. Figure 2.3 depicts these functions for the particular case of the T-
shirt factory. The more general case is given by figure 2.4. What is the use of all of these
cost concepts? Consider the following application. Suppose that Benetton, the sole buyer
of T-shirts from our small factory, is offering a price of p = $1.8 per T-shirt. Moreover,
Benetton is willing to buy as many T-shirts as the factory wants to sell at that price. Given
this offer, should the factory operate on Saturday?
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At the current output of q = 40 T-shirts per week, average cost is given by $1.5 (see
earlier). This means that, at p = $1.8, the factory is making money. It might seem that, for
this reason, it is worth it to operate on Saturdays as well: “If you are making money at the
current output level, produce more and you will make more money.” As it turns out, this
is wrong. What is relevant for the decision of whether or not to operate on Saturdays is
the comparison between price and marginal cost, not the comparison between price and
average cost. Because the marginal cost of operating on Saturdays is $2, it is not worth
pursuing that strategy given that the selling price is only $1.8.

In other words, although the factory is making money at an output level of q = 40
(because price is greater than average cost), profits would be lower if output were
increased (because price is lower than marginal cost); the factory would lose money
at the margin.d

d By “lose money at the margin,”

we mean lose money by producing

an additional—a marginal—unit of

output.

Suppose now that Benetton (still the sole buyer) offers a price p = $1.3 per T-shirt. It
can be checked that, no matter what the output level is, price is below average cost. That
is, no matter how much the factory produces, it will lose money. In fact, p < AC implies
that p · q < AC · q, that is, revenues (p · q) are less than total cost (AC · q). It follows that
the optimal decision would be to not produce at all.e

e This comparison is based on the

assumption that the firm still has

not paid for the weekly lease of the

machine. More on this in the next

section.

To summarize:

Marginal cost is the appropriate cost concept to decide how much to produce,
whereas average cost is the appropriate cost concept to decide whether to produce
at all.

The misuse of the concepts of average and marginal cost may easily lead to incorrect
decisions, especially in multi-product firms. Box 2.1 presents a particularly extreme case
of this.

The T-shirt factory example is a bit special in that there are only two factors of
production, and there isn’t much flexibility in production. In general, the marginal
cost and average cost functions would be continuous functions—or nearly continuous
functions—as in figure 2.4. In this figure, p denotes the minimum of the average cost
function. For prices below this minimum, the firm would prefer not to produce at all.
For values of p greater than p, the optimal output level is given by the marginal cost
function. For example, if p = p′, then optimal output is q′. More generally, the firm’s
supply function is given by the marginal cost function for values of price greater than
the minimum of average cost.f

f Notice that this characterization is

valid only in competitive markets,

that is, when the firm is a price

taker. More on this in section 2.3.

Opportunity Cost and Sunk Cost

Opportunity cost is a very important concept in decision making. Although it is seldom
considered explicitly, it is part of everyone’s way of thinking and acting. The opportunity
cost of using time, money, or any other resource for a given purpose is defined as the
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Box 2.1 Fixed Costs, Variable Costs, and the Shut-Down Decision
21

Consider a firm that sells red pens and blue pens. Each pen costs 15¢ in labor and
raw materials. In addition, each pen must be run through a machine that costs
$1000 a day to use, regardless of how many pens it processes. The first 5000 red
pens are sold at 30¢ per pen; additional red pens can be sold at 20¢ each. Blue
pens, in contrast, are sold for 25¢ per pen regardless of quantity. The total capacity
of the machine is 8000 pens per day (red or blue).

Initially, the firm was selling 5000 red pens and 3000 blue pens for a daily
profit of $50 (5000 red pens at a 15¢ margin plus 3000 blue pens at a 10¢ margin
minus $1000 of fixed cost). At this point, an accounting consultant was hired to
create a system of cost allocation across product lines. The consultant decided
to allocate shared overheads (fixed costs) on the basis of output. Thus the $1000
running costs of the machine were allocated as $625 to the red-pen production line
and $375 to the blue-pen production line. Based on this new accounting system,
the blue-pen production line showed a loss of $75 a day (3000 pens at a 10¢ margin
minus a fixed cost of $375). Accordingly, the firm decided to shut down the blue-
pen production line and increase the output of red pens to 8000 per day. Revenues
were now 5000 pens at 30¢ plus 3000 pens at 20¢, or $2100. However, total costs
were 8000 times 15¢ (labor and raw materials) plus $1000 (to run the machine),
implying a loss of $100 per day. The firm thus decided to shut down the red-pen
production line.

In summary, the firm started with a profit of $50 and ended up with a profit of
zero. What went wrong in the shutdown decisions? How do the concepts presented
in section 2.2 apply to this problem?

foregone benefit from not applying the resource in the best alternative use. The concept
of opportunity costs is also referred to as imputed cost.

Suppose that retail company X owns some real estate in downtown Chicago and is
planning to use it to open a new store. In comparing the costs and benefits of opening a
new store, should the real estate cost be included? Because company X already owns
the property, no actual payment will be made. However, by opening a store on that
piece of real estate, the benefit of using it for a different purpose is foregone. Such
alternative benefit, which might be the revenue from leasing or selling the property, is
the opportunity cost of allocating it to the new store. From an economic point of view,
such opportunity costs should be taken into account when making a decision. Box 2.2
presents a real-world example where the concept of opportunity cost plays a central role.

Another important cost concept in economics—and particularly in industrial
organization—is that of sunk cost. A sunk cost is an investment in an asset with no
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Box 2.2 Redsyke Quarry
22

One of Britain’s main freeways, the M6, was upgraded in 1986. The work required
the extended use of a quarry, the Redsyke quarry, to provide stone for the freeway’s
foundations. The quarry’s extension, in turn, took place over an 8-hectare plot that
was being used for grazing. The owner of the plot did not own the rights to the
minerals—the quarry did—but was entitled to a compensation for the loss of use
of the land.

The quarry offered the farmer a compensation based on the value of the land
used. Neighboring farmland had recently been sold for £233 (approximately $370).
The quarry offered £775 (approximately $1240), adding that this was a particularly
generous offer as the quarry would need the land for only a few years, whereas the
value £233 corresponded to freehold.

The farmer’s lawyer suggested that he could demand a higher offer based on
an estimate of foregone earnings. The farmer was making an average profit of £84
per cow and £12 per sheep per year. The loss of the grazing land forced the farmer
to reduce his cattle and sheep flocks by 20 and 100, respectively. This adds up to
a total loss of £2880 per year, or £11,520 after four years (the estimated period of
full use of the land by the quarry). This value exceeds the quarry’s offer of £6200
(8 times £775).

The farmer further argued that this value underestimated his loss. The argu-
ment is that the average profit includes many fixed costs that he’d need to incur
even with a lower animal count. His lawyer, in turn, cautioned that the value may
have overestimated the relevant loss because the profit estimate was gross of in-
come tax. The quarry, on the other hand, maintained that the farmer was using the
wrong basis for compensation.

No agreement was reached. The dispute was taken to arbitration and the
tribunal ruled in favor of the quarry. The farmer did not accept the decision,
however, and decided to take the case to court.

What would your evidence be if you were called as an expert witness trained
in economics?

alternative use (also referred to as “specific asset”). In other words, a sunk cost is an
asset with no opportunity cost.

From the point of view of decision making, the main point is that sunk costs should
not be taken into consideration in economic decisions. For example, suppose that a dam
was built at a very high cost. At the time of construction, the estimated cost of energy
produced by the dam was 10. Of these 10, 5 correspond to the amortization of the initial
investment, and the remaining 5 to variable, recurrent cost.
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Now suppose that, after completion of the investment, a new energy source is
discovered that allows the production of energy at a cost of 7 per unit. Should the dam
be abandoned in favor of this alternative energy source? At first, it might seem that the
answer is “yes.” In fact, the unit cost of energy produced by the dam is 10, whereas
the new energy source costs only 7 per unit. However, half the cost of 10 corresponds
to a sunk cost: The cost of construction of the dam has already been incurred. For the
purpose of actual decision making, the only relevant cost is the variable cost of 5 per
unit. Because this is lower than 7, the dam should be used instead of the new energy
source.

To summarize:

Economic decisions should be based on the concept of economic cost. Economic
cost differs from actual expenditures in that it includes opportunity costs that do
not correspond to actual expenditures, and excludes expenditures that correspond
to sunk costs.

It should be noted that whether a given cost is or is not sunk depends crucially on
the time frame under consideration. Let us go back to the T-shirt factory example. It was
said that, if price were $1.3, then the firm should shut down, for average cost is less than
price. In computing average cost, we have included the weekly machine lease. Suppose,
however, that news of the $1.3 price arrived on Monday, shortly after the weekly lease
had been paid. Should the firm shut down immediately? The answer is “no”: Because
the weekly lease is now a sunk cost, only the cost of labor should be included. Taking
only this cost into account, average cost is $1 up to 40 units, so the firm should remain
active until the end of the week. Only then, when the decision of whether to renew the
lease comes up, should the firm shut down. More generally, it is important to distinguish
between the short-run average cost function (that excludes costs that are sunk in the short
run) and the long-run average cost function (that includes all recurrent costs). Which one
to use depends on the nature of each particular decision.

To conclude this subsection, it should be noted that, in the context of industrial
organization, sunk costs are also important for their strategic commitment value. For
example, in industries where production capacity is largely a sunk cost, making such
an investment may provide a credible commitment to be an industry player. The idea
of commitment value is introduced in chapter 4. A specific application in an industrial
organization context is presented in chapter 15.

Economies of Scale and Economies of Scope

A good characterization of the typical cost function in a given industry goes a long
way toward enabling understanding of the structure of that industry. Why is it that
the plumbing services industry is very fragmented (many small firms), whereas the
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newspaper publishing industry is very concentrated (few large ones)? To a great extent,
this is driven by the technologies of plumbing and newspaper publishing: In newspaper
publishing, size is an important factor for efficiency, whereas the same is not true of
plumbing services.g

g The study of the relation between

cost functions and market structure

is continued in chapters 3 and 14.

The concept of scale economies captures this idea. We say there are scale econo-
mies if average cost declines with output. If average cost is constant, we have constant
returns to scale. Finally, diseconomies of scale is the case where average cost is increas-
ing in output. Empirically, a common pattern is for average cost to be decreasing up to
output level q′; constant for q′ < q < q′′; and increasing for output levels greater than q′′—a
“saucer-shaped” AC curve. Thus, we have economies of scale for low output levels, dis-
economies of scale for high output levels, and constant returns to scale for intermediate
output levels.

A related cost concept is that of minimum efficient scale (MES), the lowest output
level at which the minimum average cost is attained (q′ in our example). The value of
MES is frequently expressed as a fraction of market size, Q. A large value of MES/Q
indicates that, on account of technological considerations, one should expect a relatively
concentrated industry. So, for example, the value of MES/Q for newspaper publishing is
likely to be greater than that for plumbing services.

Finally, another important related cost concept is that of economies of scope. We
say there are economies of scope when the cost of producing outputs q1 and q2 together
is lower than the cost of doing so separately. Formally, this corresponds to the equation
C(q1, q2) < C(q1, 0) + C(0, q2). For example, it is cheaper to have one firm fly New York
to London and London to New York than to have two separate firms, one flying New York
to London only, and the other one flying London to New York only.

2.3 PROFIT MAXIMIZATION

In the previous section, we looked at some general principles of economic decision
making. Let us now consider, more specifically, the firm’s choice of price and output.
First notice that, even if in practice the firm decides on price and not on output level, we
can—and will—treat its decision as one of choosing output level. In fact, given a demand
curve D(p), an output level implies a given price level. It is as if the firm were choosing
an output level and then setting the price that would lead to that output level.

Firm profits are given by revenue, R(q), minus cost, C(q), where q is the output
level: �(q) = R(q) − C(q). What is the optimal output level, that is, the output level that
maximizes profit? It may help to think of the profit function as a “hill” in a graph where
output is on the horizontal axis and profit on the vertical axis. The profit-maximizing
output level then corresponds to the top of the hill. One important characteristic of the
top of a hill is that the terrain is level. In terms of the graph, this means that the slope
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of the hill is zero, that is, the derivative of profit with respect to output is zero.h If that

h Zero derivative is a necessary ,

but not sufficient, condition. In

fact, at the bottom of a valley, the

terrain is also level. If a function

is concave, however, then a zero

derivative implies that the point

is a maximum. The condition that

the derivative is equal to zero

is referred to as the first-order

condition for profit maximization.

were not the case, one could always climb up a little more, implying that we would not
be at the top of the hill. Because profit is given by �(q) = R(q) − C(q), saying that the
derivative of profit is zero amounts to saying that the derivative of revenue minus cost
is zero, that is, the derivative of revenue is equal to the derivative of cost:

MR = MC , (2.1)

where MR is marginal revenue, the derivative of revenue with respect to output; and
MC is marginal cost, a concept introduced in the previous section. In summary:

Profit maximization implies that marginal revenue is equal to marginal cost.

Revenue is given by price times output: R = pq. Marginal revenue, the derivative
with respect to output level q, is then MR = (d p/d q)q + p. Simplifying this expression,
we get

MR = p
(

1 − 1
ε

)
, (2.2)

where ε is the value of demand elasticity, a concept introduced in Section 2.1. Because
ε is greater than zero, it follows that marginal revenue is lower than price. Why? When
a firm sells an extra unit of output, it gets p for it. However, to sell the extra unit of
output, the firm must lower price by an amount that is greater the lower the demand
elasticity. Increasing output by one unit thus implies that all units of output are sold at
a lower price, a negative effect that makes marginal revenue less than the revenue from
the marginal unit of output.

In competitive markets, firms are price takers: Increasing price would imply a drop
in firm demand from a positive value to zero; decreasing price would imply an increase
in demand from a small positive value (the firm’s demand) to a large positive value (the
market demand). In other words, a competitive market is the limit case when the firm’s
demand curve has an infinite elasticity: Even the smallest change in price would imply
a very large change in (firm) demand. From equation (2.2) and the fact that ε is infinity, it
follows that marginal revenue is equal to price. This is intuitive: In a competitive market,
each (small) firm can sell as much as it wants at the ongoing market price; consequently,
the revenue from selling an extra unit equals the price at which that unit is sold: MR = p.
Finally, (2.1) implies that, in competitive markets, firms set output at the level where
price is equal to marginal cost, as we saw in section 2.2.



26 Part 1 Chapter 2

Figure 2.5 Consumer’s Surplus, Producer’s Surplus, and Efficiency Loss.

2.4 EFFICIENCY

In section 2.1, we introduced the concept of consumer’s surplus. Let us restate it using
a different example. Consider a potential buyer of a personal computer who purchases
an iMac. The consumer would be willing to pay up to $3000 for the iMac. In fact, the
price is only $1600. This means the consumer receives a surplus of 3000 minus 1600, or
$1400, from purchasing the computer—the consumer’s surplus.

But it is not only the consumer who gains from the transaction. In fact, one of the
fundamental points of economics is that (free) exchange leads to bilateral gains from
trade. Specifically, although Apple Computer is getting $1600 for the sale of an iMac, in
fact it costs the firm only, say, $900 to produce it. This implies that the firm receives a
variable profit of 1600 minus 900, or $700, per unit that it sells. This variable profit we
refer to as producer’s surplus.

If we aggregate the surplus of each consumer who makes a purchase, we obtain
the total consumer’s surplus. As we saw before, this is measured by the area between
the demand curve and price (see figure 2.2). Likewise, we can aggregate the seller’s
surplus for all units sold, obtaining the total producer’s surplus.i This is measured by

i There is an interesting analogy be-

tween producer’s and consumer’s

surplus. The firm’s marginal cost

can be interpreted as its “will-

ingness to sell” of each unit, that

is, the minimum the firm would

require to sell that unit. This is

analogous to the consumer’s will-

ingness to pay. One important

difference, however, is that the

firm’s “willingness to sell” is nor-

mally increasing when the number

of units increases, whereas the

consumer’s willingness to pay is

decreasing.

the area between price and marginal cost, as illustrated in figure 2.5.j Finally, by adding

j As suggested previously, the

producer’s surplus is nothing

but the value of variable profit.

By subtracting fixed costs from

producer’s surplus, we get net

profits.

the consumer’s and producer’s surpluses we obtain the total surplus. The total surplus
measures the increase in value that results from production and trade. In other words,
it measures how much better the economy is because of the existence of the particular
industry under analysis.

Just as justice is to law and health is to medicine, efficiency is a central concept in
economics, in particular, microeconomics. In this section, we introduce three notions of
efficiency used in industrial organization (and, more generally, in microeconomics). The
first concept is that of allocative efficiency. As the name suggests, allocative efficiency
requires that resources be allocated to their most efficient use. Let us go back to the
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iMac example and assume that figure 2.5 provides a good approximation of this market.
At price p′, only q′ units are sold. This implies that there are a number of disgruntled
consumers who would be willing to buy an iMac but do not because the price is too
high—specifically, those consumers whose willingness to pay is less than p′. Of these
consumers, some would be willing to pay more than it costs to produce an iMac. This is
specifically the case of the consumers of units q′ to q′′, where q′′ is the output level such
that marginal cost equals willingness to pay.

If resources were allocated from other sectors in the economy to the production
of more iMacs, allocative efficiency would be greater.k That is, for each additional iMac

k This assumes that there are

resources elsewhere in the

economy yielding a small gain

at the margin. This is an implicit

assumption when we consider

a partial equilibrium analysis,

as we do most of the time in

industrial organization. A rigorous

treatment of the concept of

allocative efficiency would require

a general equilibrium analysis.

For most practical applications,

however, partial equilibrium

analysis provides a reasonable

first-order approximation.

produced, the additional gain (measured by the consumer willingness to pay) would be
greater than the additional cost (measured by the production marginal cost).

From the preceding analysis, we may conclude that allocative efficiency is mea-
sured by total surplus. In fact, so long as the demand curve (willingness to pay) lies above
the marginal cost curve (“willingness to sell”), an increase in output increases the total
surplus, as well as allocative efficiency. Maximum allocative efficiency is achieved at the
point where marginal cost equals willingness to pay (output level q′′ in figure 2.5). By
comparison with this point of maximum allocative efficiency, the case when price is p′

represents an efficiency loss given by the area EL, the difference in total surplus between
output levels q′′ and q′.

Efficiency in Production

It is often said that the European airline industry is less efficient than its American
counterpart. This was especially true before the European deregulation process was
initiated in the early 1990s, but it is still true to a great extent. In part, inefficiency results
from the fact that fares are higher in Europe than they are in the United States. This is
the type of inefficiency we considered previously—allocative inefficiency. However, a
second source of inefficiency is that productivity is lower in Europe than in the United
States.

Low productivity results from using excessive amounts of certain inputs or from
using the wrong input mix. In graphical terms, low productivity implies a high marginal
cost curve. This is illustrated in figure 2.6, where two marginal cost curves are depicted.
The area between the high marginal cost curve and the low marginal cost curve, which
we assume is the lowest possible, measures the extent of inefficiency in production
associated with MCH . More generally, productive efficiency refers to how close the
actual production cost is to the lowest cost achievable. X -inefficiency, which refers to
the phenomenon of waste in production, and efficiency in the choice of production
techniques also fall under the general concept of productive efficiency.

Dynamic Efficiency

So far, we have been concerned only with static efficiency effects. In some cases, however,
dynamic efficiency is at least as important as static efficiency. Take the case of personal
computers. More important than having the right number of iMacs produced and sold,
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Figure 2.6 Inefficiency in Production.

and more important than efficiency in the production of the iMac, is the fact that the
iMac exists at all. More generally, the rate of introduction of new products, as well as
improvement in the production techniques of existing ones, is the result of an industry’s
dynamic efficiency.

Unlike allocative efficiency and efficiency in production, dynamic efficiency is
difficult to measure. It is even more difficult to compare the relative magnitude of static
inefficiencies (allocative or productive) with that of dynamic inefficiencies. For this
reason, industrial economists have tended to pay more attention to static efficiency than
to dynamic efficiency.

The bias toward static efficiency is not innocuous. As we will see in the following
chapters, different forms of industrial organization imply different levels of static and
dynamic efficiency. Moreover, there is often a trade-off between static and dynamic
efficiency. In particular, it can be shown that perfect competition implies the maximum
allocative and productive efficiency possible, that is, the maximum static efficiency.
However, this may not count much in industries where technology evolves rapidly, such
that static efficiency is a second-order effect with respect to dynamic efficiency.

We can summarize the preceding discussion by stating:

Allocative efficiency requires that output be at the appropriate level. Productive
efficiency requires that such output be produced in the least expensive way given
the available set of technologies. Dynamic efficiency refers to the improvement
over time of products and production techniques.

One should also mention that, strictly speaking, productive efficiency and dynamic
efficiency are also components of allocative efficiency. For example, a firm that lacks
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efficiency in production is a firm that fails to allocate the right mix of production inputs,
which in turn results in a higher cost than the minimum necessary for producing a
given output level. However, we normally use the term allocative efficiency—or simply
efficiency—to characterize the output level as it compares to the surplus-maximizing
output level. More on this in chapters 16 and 17.

Summary

. The demand curve measures the quantity demanded at a given price. It also measures
the willingness to pay for the qth unit consumed.

. Consumer’s surplus is the difference between willingness to pay and the price actually
paid. Producer’s surplus is variable profit. Total surplus, the measure of allocative
efficiency, is the sum of the consumer’s and producer’s surpluses.

. Marginal cost is the appropriate cost concept to decide how much to produce, whereas
average cost is the appropriate cost concept to decide whether to produce at all.

. Opportunity costs should be taken into account in economic decisions. By contrast,
sunk costs should not be part of the cost-benefit balance.

. Optimal output is obtained by equating marginal revenue to marginal cost. In com-
petitive markets, this corresponds to equating price to marginal cost.

. Economic efficiency may be divided into static efficiency (allocative and productive)
and dynamic efficiency.

Key Concepts

. willingness to pay

. consumer’s surplus, producer’s surplus, and total surplus

. demand elasticity

. average cost and marginal cost

. economies of scale, economies of scope, and minimum efficient scale

. opportunity cost and sunk cost
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. economic cost

. marginal revenue

. allocative efficiency and productive efficiency

. static efficiency and dynamic efficiency

Review and Practice Exercises

2.1 “A price-taking firm selling in a market with a price greater than the firm’s
average cost should increase its output level.” Comment.

2.2∗ Consider the following values of the price elasticity of demand:

Cigarettes 0.5
U.S. luxury cars in the United States 1.9
Foreign luxury cars in the United States 2.8

Based on these values, provide an estimate of the impact on revenues of a 10% increase
in the price of each of the above three products.

2.3 You own and operate a facility located in Taiwan that manufactures 64-megabyte
dynamic random-access memory chips (DRAMs) for personal computers (PCs). One year
ago you acquired the land for this facility for $2 million, and used $3 million of your
own money to finance the plant and equipment needed for DRAM manufacturing. Your
facility has a maximum capacity of 10 million chips per year. Your cost of funds is 10%
per year for either borrowing or investing. You could sell the land, plant, and equipment
today for $8 million; you estimate that the land, plant, and equipment will gain 6% in
value over the coming year. (Use a one-year planning horizon for this problem.)

In addition to the cost of land, plant, and equipment, you incur various operating
expenses associated with DRAM production, such as energy, labor, raw materials, and
packaging. Experience shows that these costs are $4 per chip, regardless of the number of
chips produced during the year. In addition, producing DRAMs will cause you to incur
fixed costs of $500,000 per year for items such as security, legal services, and utilities.

a. What is your cost function, C(q), where q is the number of chips produced during the
year?

Assume now that you can sell as many chips as you make at the going market price
per chip of p.
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b. What is the minimum price, p, at which you would find it profitable to produce
DRAMs during the coming year?23

2.4 Consider the following 1988 data on the costs of a Sprinter (Class 150/2) train:24

Capital cost 525,000

Annual costs (per unit)
Depreciation (20 years) 26,300
Overhaul and maintenance 32,600
Stabling and cleaning 9,400

Total annual cost of
2 drivers 20,200
2 guards 15,600

Mileage costs of rolling stock (per unit mile)
Maintenance 0.15
Fuel 0.126

(Notes: [1.] Annual costs assume a 90,000-mile benchmark annual use. [2.] There are 145 seats on the train.)

Based on these numbers, answer the following questions:

a. What is the average cost per train mile?

b. What is the average cost per passenger mile? (Note: the average number of passengers
during this time period was 45.)

c. What is the marginal cost per train mile?

d. What is the marginal cost per passenger mile?

2.5 You are considering opening your own restaurant. To do so, you will have to
quit your current job, which pays $46 thousand per year, and cash in your life savings of
$200 thousand, which have been in a certificate of deposit paying 6% per year. You
will need this $200 thousand to purchase equipment for your restaurant operations.
You estimate that you will have to spend $4 thousand during the year to maintain the
equipment so as to preserve its market value at $200 thousand. Fortunately, you own a
building suitable for the restaurant. You currently rent out this building on a month-by-
month basis for $2500 per month. You anticipate that you will spend $50 thousand for
food, $40 thousand for extra help, and $14 thousand for utilities and supplies during
the first year of operations. There are no other costs involved in this business. What are
the economic costs of operating the restaurant during the first year? In other words, what
level of revenues will you need to achieve in the first year to make the first year profitable
in an economic sense?25
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2.6 Eurotunnel, the company that owns the tunnel linking England and France,
earned an operating profit of £46 million during the first six months of 1998. However,
subtracting interest payments (mainly from the construction of the tunnel), its bottom
line was a loss of £130 during the same period.26 Is it optimal to continue operating the
tunnel, given all these losses?

2.7∗ 1998 was a turning point for Old McDonald’s farm. Until then, the farm pro-
duced unprocessed tomato exclusively, selling its 100,000 tons for a profit margin of
$2.1/ton. In January 1998, however, Old McDonald decided to start exporting processed
tomato (tomato pulp) to Europe. At that time, the price of tomato pulp was $6/ton. In
order to produce tomato pulp, Old McDonald bought a machine capable of processing
100,000 tons per year. The machine cost $200,000 and was paid for with retained earn-
ings that had been earning an 8% rate of return. This machine has a useful lifetime of 2
years. The market value of this machine drops to $50,000 after one year of use (and zero
after two years of use). In addition to the machine cost, there is a $2.2/ton harvesting and
processing cost (mostly labor cost).

a. Determine Old McDonald’s average cost, marginal cost, and profit margin.

A few months later, things turned bad for Old McDonald. In December 1998, the
European Union increased its tariffs on imported tomato pulp, implying that the net
price received by American exporters is now only $5/t. It is not expected that this price
will change in the future. One accountant consulting for Old McDonald stated that as
margins have declined drastically the farmer had better sell the machine right away and
go back to producing unprocessed tomato. Old McDonald is trying to decide whether to
take this consultant’s advice.

b. What would you advise Old McDonald to do?

c. Would your advice change if the price of unprocessed tomato were expected to be
$0.50/ton higher than described? Explain why or why not.

2.8∗ Las-O-Vision is the sole producer of holographic TVs, 3DTVs. The daily demand
for 3DTVs is D(p) = 10200 − 100p. The cost of producing q 3DTVs per day is q2/2 (note
this implies that MC = q).

a. What is Las-O-Vision’s total revenue schedule?

b. What is Las-O-Vision’s marginal revenue schedule?

c. What is the profit-maximizing number of 3DTVs that Las-O-Vision must produce each
day? What price does Las-O-Vision charge per 3DTV? What is its daily profit?27
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2.9∗ You own a private parking lot near University of California at Berkeley with a
capacity of 600 cars. The demand for parking at this lot is estimated to be Q = 1000 − 2p,
where Q is the number of customers with monthly parking passes and p is the monthly
parking fee per car.

a. Derive your marginal revenue schedule.

b. What price generates the greatest revenues?

Your fixed costs of operating the parking lot, such as the monthly lease paid to the
landlord and the cost of hiring an attendant, are $25,000 per month. In addition, your
insurance company charges you $20 per car per month for liability coverage, and the
City of Berkeley charges you $30 per car per month as part of its policy to discourage the
use of private automobiles.

c. What is your profit-maximizing price?28

Extension Exercise

2.10∗∗∗ You are one of two companies bidding to try to win a large construction project.
Call your bid B. You estimate that your costs of actually performing the work required
will be $800,000. You are risk neutral.l You will win if and only if your bid is lower than

l We say that an agent is risk neutral

if he or she is indifferent between

receiving 100 for sure and receiving

0 or 200 with probability 50% each.

Generally, a risk-neutral agent cares

only about the expected value of

each outcome.

that of the other bidder. You are not sure what bid your rival will submit, but you estimate
that the rival’s bid is uniformly distributed between $1 million and $2 million.m What

m By “uniformly distributed

between a and b,” we mean that all

values between a and b are equally

likely.

bid should you submit?
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The Firm

The firm is the central element in any industry. It is therefore surprising that much of the
analysis in industrial organization treats the firm as a sort of “black box”: a function that
produces outputs from inputs in a predictable, mechanistic way, that way being profit
maximization. Is this a realistic assumption? Do firms indeed maximize profits? We start
this chapter by examining the arguments in favor of and against this basic assumption.
We then move on to two other important questions regarding the nature of the firm: (1)
What determines the firm’s boundaries, both horizontally and vertically? (2) Why are
firms different?a

a The first two questions—

profit maximization and firm

boundaries—have been exten-

sively examined by industrial

economists over the past two

decades or so. Much less so the

third question, although one can

argue that it is the most important

of the three questions.

3.1 DO FIRMS MAXIMIZE PROFITS?
29

One of the beliefs of the “black-box” view of the firm is that firms maximize profits. How
realistic is this assumption? In most modern corporations, management is separated from
ownership, that is, the recipients of the firm’s profits (owners) are not the agents whose
decisions ultimately determine the firm’s profit level (managers). Although we would
expect managers to be motivated by the firm’s success, profits are only one aspect of firm
success. In general, the managers’ objectives differ from those of the shareholders. Does
this imply that the assumption of profit maximization is wrong?

Internal Discipline

Recognizing this difference in objectives, one thing shareholders can do is to appoint a
manager with a contract that induces the latter to act in the former’s interest. However,
many corporations are owned by a large number of small shareholders. This considerably
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decreases the incentives for shareholders to act: The effort necessary to determine how
to instruct managers is very high compared with the benefits a small shareholder would
gain from better management.b

b This argument suggests that

monitoring by shareholders is more

frequent when ownership is more

concentrated. However, anecdotal

evidence suggests that German

banks, which own significant

shares in other firms, do not

monitor CEOs to any significant

extent. Evidence from the U.S.

banking industry (see box 3.2)

also suggests that shareholder

concentration has little effect.

Boards of directors are supposed to solve, or at least attenuate, this problem. The
board of directors has the discretion to appoint managers, fire them, set their salaries,
correct them when and if necessary, and in doing so, to represent the interests of share-
holders. But just as managers don’t necessarily have the same objectives as shareholders,
so too boards of directors may have goals other than maximizing shareholder value. In
fact, anecdotal evidence suggests that boards of directors are seldom independent and
frequently defend the interests of the CEOs, not those of the shareholders. On the inde-
pendence of boards of directors, see box 3.1.

Even if shareholders can and are willing to control managers, there is still the
problem that managers normally know better than shareholders what is best for the firm.
In other words, there is a problem of asymmetric information. Agency theory is the area
of economics that deals with this class of strategic interaction, that is, a principal who
wants an agent to act in the principal’s interest but who possesses less information than
the agent.

A critical result from agency theory is that, if the agent—the manager, in our case—
is risk neutral, then the optimal solution is for the manager to pay the shareholders an
initial fee and then retain all of the profits—a management buyout.c In other words, the

c We say that an agent is risk neutral

if he or she is indifferent between

receiving 100 for sure and receiving

0 or 200 with probability 50% each.

Generally, a risk-neutral agent cares

only about the expected value of

each outcome. By contrast, a risk-

averse agent would prefer a safe

outcome to another outome with

the same expected value but greater

risk. In the preceding example, a

risk-averse agent would prefer 100

for sure to the 0 or 200 gamble.

optimal solution is for ownership and management to be unified. Under this solution,
the manager’s decisions will be optimal from the owner’s point of view.

The reason we observe separation between management and ownership is that
managers are subject to financial constraints, and, more importantly, managers are risk
averse. The optimal contract between shareholders and managers is therefore one that
balances the benefits from insuring the manager against risk, on the one hand, and the
benefits from providing the manager with the right incentives, on the other hand. At one
extreme, we have the solution outlined earlier (shareholders sell the firm to the manager),
which entails maximum risk and maximum incentives. At the opposite extreme, we have
a fixed wage or salary, which entails minimum risk and minimum incentives.

From a theoretical point of view, the optimal contract—the optimal balance be-
tween risk and incentives—is typically very complicated. Moreover, the solution turns
out to depend greatly on the precise assumptions regarding the environment in which
the firm operates. For these reasons, it is not surprising that actual contracts tend to be
simple: Normally, they are a combination of fixed wage and a profit-contingent compen-
sation (e.g., stock options). Such contracts attenuate the agency problem of separation
between ownership and management, but clearly do not completely solve it.

Labor Market Discipline

Even if shareholders are unable to “punish” a manager for poor performance, the manager
cannot avoid the negative reputation that follows poor performance. Because managers
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Box 3.1 What Determines the Composition of Boards of Directors?
30

Boards of directors are composed of “insider” and “outsider” members. Insiders are
those who either work in the company (as managers) or are otherwise close to the
CEO. Outsiders are those who bear no relation to the company or the CEO. A board
of directors is more independent the lower the number of insiders it includes. What
determines the relative composition of boards of directors? Consider the following
empirical results:

Likelihood of Departure of a Board Member

Explanatory variable Insider Outsider

CEO has held his or her job for less than 4.5 years∗ .257 ∗∗∗

Recent stock market return∗∗ −.493 ∗∗∗

Stock market return lagged one year∗∗ −.287 −.308

* Difference with respect to CEOs with more than 10 years of tenure

** Compared to other firms in same industry

*** Not significantly different from zero

So, for example, if the CEO has held his or her job for less than 4.5 years,
then the probability that an insider member leaves the board of directors is 25.7%
higher than if the CEO has held his or her job for longer than 10 years.

Broadly speaking, these results indicate that the probability that board
changes take place is lower the better the firm’s past performance has been (third
row)—“if it ain’t broke don’t fix it.” In particular, the probability that insider mem-
bers exit the board is decreasing with respect to the firm’s past performance (second
row). Moreover, the probability of an insider exit also declines as the CEO’s tenure
increases (first row).

These results are consistent with the following interpretation. The indepen-
dence of the board of directors is the result of a negotiation process between the
CEO and the shareholders. As the CEO’s tenure increases and the firm’s perfor-
mance improves, the CEO’s bargaining power increases and he or she is able to
“impose” on shareholders a less independent board of directors.

don’t stay with the same firm forever, they are interested in creating a reputation for being
good managers. This reputation effect may help to provide managers with the proper
incentives.
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Product Market Discipline

Product market competition may also contribute to aligning shareholders’ and manager’s
objectives. The idea is that, when product market competition is intense, firms cannot
survive unless they maximize profits. Under intense market competition, if the manager
does not actively seek to maximize firm profits, the likelihood that the firm goes out of
business—and the manager loses his or her job—is high. We should therefore expect the
manager to put more effort into profit maximization in a situation where product market
competition is tougher.d

d Exercise 3.10 formalizes this

intuition.

A second reason why product market competition may increase the incentives for
profit maximization is that competitors provide useful signals about the firm’s produc-
tivity. In other words, they reduce the shareholders’ informational disadvantage with
respect to the manager. In a monopoly situation, a manager can always blame poor per-
formance on a number of exogenous industry factors. Such strategy is less effective when
there are competing firms and the latter perform well.

Capital Market Discipline

One of the most compelling arguments in favor of the assumption of profit maximization
is the role played by capital markets, namely the role played by mergers and acquisitions.
The idea is quite simple: If a manager does not maximize profits, then the value of the
firm is lower than its potential. In that case, a raider could acquire the firm, change
management to maximize profits, and thus make a capital gain.e Notice that, for the

e This argument is not free from

criticism, however. If a raider

can change management in a

profit-increasing way, why can’t

current shareholders do the same?

One possible answer is that the

raider possesses information that

shareholders do not: For example,

the raider may be a firm from the

same or a related industry. But if

that is the case, then why would an

individual shareholder sell his or

her shares to the raider? Surely, if

the raider is to change management

and increase firm value, then the

optimal strategy is to not sell the

shares.

disciplining effect of takeovers to occur, it is not necessary for takeovers to actually take
place—it is sufficient for the threat of takeover to be in place. Box 3.2 presents some
empirical evidence from the U.S. banking industry.

Although the effect of takeovers on efficiency is a controversial issue (not all
empirical evidence points in the same direction), the anecdotal evidence suggests that
firms that are efficient are less prone to be taken over than less efficient firms. An example
of this (also from the banking industry, this time the U.K. banking industry) is given by
Lloyds TSB. Lloyds TSB has acquired the reputation for being the most thrifty large bank
in the world. For example, the bank normally will not refund taxi fares to its employees,
expecting them to choose cheaper means of transportation. As a result of this cost-cutting
policy, Lloyds received a net return of 33.5% in the first half of 1999; although it is only
the 40th largest bank in terms of assets, it ranks fourth in stock-market value. In addition
to its outstanding financial performance,

Lloyds’s efficiency lends it a certain takeover protection. That’s because it would be hard
for a raider either to fault management’s performance or to make a case for a lot of cost
cuts in the event of a merger. Indeed, both of the bidders for [a rival bank] . . . have
pointed to Lloyds as an example of what they would like to achieve.31
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Box 3.2 Firm Monitoring and Firm Performance: Evidence from the

U.S. Banking Industry
32

Banking regulation varies considerably throughout the United States. In particular,
some states are “takeover-friendly,” whereas others are not. This fact provides a
natural experiment on the effect of takeovers and the threat of takeover on firm
performance. Based on a cross section of states, the following results are obtained:

Explained variable

Explanatory variable Profit margin Stock options∗

Takeovers are allowed in state (1 if yes, 0 if no) .112 −4.77
Percentage of shares controlled by five largest
nonmanagement shareholders

∗∗ ∗∗

Common stock and stock options owned by
most highly paid officer divided by annual
cash compensation

−.023

* Same as third variable in row

** Not statistically different from zero

The .112 coefficient indicates that, everything else constant, profit margins are
11.2% higher in states that allow takeovers than in states that do not. This result
suggests that the threat of takeovers significantly disciplines managerial behavior.
Shareholder concentration, by contrast, seems to have no effect on firm profitability
(second row variable). Performance pay (third variable in row) has a negative effect
on profitability (the opposite of what one might expect), although the effect is low
in absolute value. Finally, stock options are less common in states where takeovers
are allowed (second coefficient in first row). This suggests that stock options are
a “substitute” for takeovers as a mechanism to induce value-maximizing behavior
on the part of managers.
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In summary:

Although management and ownership are normally separated, there are reasons to
believe that deviations from profit maximization cannot be too large. These reasons
include management incentive contracts, labor market discipline, product market
discipline, and capital market discipline.

The precise meaning of “not too large,” that is, the extent to which profit maximization
is a good approximation, remains an unresolved empirical question.

3.2 WHAT DETERMINES THE FIRM’S BOUNDARIES?

Why should firms be of the size they are; why not smaller or bigger? What does economic
analysis have to say about firm size? It may be useful to divide this into two questions:
(1) What determines the horizontal extension of the firm? and (2) What determines
the degree of vertical integration? By horizontal extension, we mean how much of a
given product a firm produces and how many different products it offers. By vertical
integration, we mean how many stages of the production process take place within the
firm. So, for example, by acquiring Skoda, SEAT, and Bentley, Volkswagen increased
its horizontal stretch. Volkswagen would increase the degree of vertical integration if it
were to acquire a tire manufacturer, for example (tires being one of the inputs into car
manufacturing).

The horizontal size of the firm is largely determined by costs. If average cost is U-
shaped and there is free entry into the industry, then firms tend to produce at the level
where average cost is minimized (see chapter 6). For example, there is an optimal size
for a cement plant that minimizes cost. Plants of much smaller size or much larger size
would probably incur a higher average cost and be unable to survive for very long.

We should point out, however, that empirical evidence suggests average cost
functions are U-shaped with a flat bottom (that is, “saucer”-shaped). This implies that
there is a range of output levels that attain the minimum average cost. In other words,
costs may not entirely allow us to pin down the size of the firm.

The problem becomes more complicated if we consider the distinction between
plant and firm. Production costs are related to plant operation. Suppose there is a unique
output level that minimizes plant average costs, and that a given firm owns two plants. It
is possible that the firm’s average cost may be similar to the average cost of a firm owning
one plant only. If so, then multi-plant firms create a new dimension of indeterminacy of
firm size.
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The Vertical Boundaries of the Firm
33

Perhaps a more interesting question regarding the boundaries of the firm is: Why do we
observe a great degree of vertical integration in some industries and very little in others?
One of the most important decisions that a firm has to make is how to obtain its inputs—
to make or to buy? In other words, to use the market (vertical separation) or to use the
firm (vertical integration). The degree of vertical integration in a given industry results
from the aggregation of these micro decisions at each stage of the production process.
Understanding the nature of the make-or-buy decision contributes to understanding the
nature of the firm as well as the determinants of industry structure.

Let us start with a classical case study, that of Fisher Body.34 Very early in the
twentieth century, the technology of car manufacturing moved from wooden bodies
to metal ones. Unlike wooden bodies, metal bodies require large investments that are
specific to the particular body that is manufactured. That is, once those investments are
made, the resulting assets can be used only for the specific type of car body for which
they were created. We refer to these as specific assets.

During the wooden-body era, General Motors (GM) bought car bodies from Fisher
Body on a short-term contractual basis. It was clear to both parties that the switch to metal
bodies, with all the specific investments it involved, opened the door for opportunistic
behavior: Once Fisher Body invested in machinery for producing GM bodies, it would
have a high cost of switching to a different car manufacturer. It becomes, as it were,
“hostage” to GM. For this reason, the parties agreed in 1919 to enter into a long-term (ten
year) contractual relationship.

As it turned out, the demand for GM cars was significantly higher than was initially
forecasted. General Motors was unhappy with the contractual terms and proposed to
renegotiate them. The strain in the contractual relationship between Fisher Body and
GM was further increased when the latter urged the supplier to locate its plant next to
GM’s plant. The idea was that, with adjacent plants, there would be no need for loading
docks. This would be a much more efficient solution, but it would further increase the
scope for post-contractual opportunism: The cost for Fisher Body to switch to a different
buyer would now be enormous. Understanding that this situation could not be sustained,
General Motors decided to acquire Fisher Body, which it gradually did between 1924 and
1926.

The GM–Fisher Body example suggests a theory of when firms would be vertically
integrated, that is, when transactions should take place inside the firm and not through
the market. The key elements of this theory are the occurrence of specific assets and
the resulting possibility of opportunistic behavior once those investments are made—a
situation known as the hold-up problem.

But vertical integration does not solve all incentive problems. In fact, it creates
new incentive problems. Continuing with the example of GM, one of the problems the
company has experienced in the past is that of quality. Typically, parts supplied by
GM subsidiaries are of lower quality than those supplied by independent suppliers. An
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independent supplier knows that by lowering quality it risks losing its business with GM,
whereas a GM affiliate expects to continue supplying GM cars even if quality standards
slip away.

The extremes of both complete vertical integration and complete vertical separa-
tion imply incentive problems. Sometimes, the optimal solution may lie between the
extremes. One possibility is that of tapered integration, whereby a given input is bought
from an affiliated supplier and from an independent one. Examples of tapered integra-
tion include soft-drink bottling for the Coca-Cola and Pepsi-Cola companies, and crude
oil supply to oil refineries. A second intermediate system is that of franchising, a system
that has been used in a variety of industries, from fast food (e.g., McDonald’s) to designer
clothing (e.g., Stefanel). Franchising combines the benefits of vertical integration (spe-
cific investments are paid by the mother company) with the benefits of vertical separation
(franchisees retain most of the profit they generate, and thus have strong incentives to
be efficient). Finally, the Japanese system of supplier contracting also corresponds to an
intermediate solution: The firm and its suppliers establish a long-term, informal relation-
ship that falls short of full-scale vertical integration but goes a long way toward providing
suppliers with the right incentives to invest in assets specific to the relationship with
their customers.

In other words, the definition of the boundaries of the firm is far from being a well-
defined problem with a well-defined answer. For example, is a Japanese keiretsu a firm
in and of itself?f Probably not—but neither is it a simple collection of independent firms.

f A keiretsu is a family of firms,

typically from related industries,

with cross shareholdings.

Moreover, it is not uncommon to find two otherwise similar firms that differ significantly
in the way they are organized. For example, the Italian clothes manufacturer Benetton
depends largely on a franchise system for its retail sales, whereas Spanish rival Zara
is completely vertically integrated. Examples like this suggest that there may be other
determinants of firm structure that lead some firms to choose differently from others.

Although the problems of firm organization are extremely complex, both in theory
and in practice it seems safe to summarize that:

The horizontal boundaries of the firm are largely determined by cost considera-
tions. The vertical boundaries result from the balance between investment incen-
tives (specific assets) and performance incentives.

3.3 WHY ARE FIRMS DIFFERENT?

Casual observation of the real world reveals that firms are different from each other—
different in size, different in scope, and so forth. In particular, we observe that firm
performance (e.g., profit rate) varies enormously across firms. This is not entirely surpris-
ing if we consider that different firms may be of different size or may belong to different
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industries. Why should we expect the profit rate of Boeing to be the same as that of a
coffee shop?

Empirical observation suggests, however, that firms in the same industry and of
similar dimension also perform differently. Only 20% of the variance in firm profit rates
can be explained by variables that relate to firm size, the type of industry in which the
firm operates, and so forth.35 Moreover, differences in firm performance seem to be very
persistent. If we consider a set of firms that are twenty or more years old, we will observe
that the firms that are more profitable today were, on average, more profitable twenty
years ago.36

What is the source of the 80% variability in firm performance that is left to explain?
Why do some firms hold a sustained competitive advantage? It may be useful to consider
the analogy with car racing, say, Formula One racing. It is quite clear that there are
significant differences between different Formula One teams and that those differences
seem to persist from race to race. One rather obvious explanation is that not all drivers
have the same ability. In order for the Arrows team to match the performance of the
Ferrari team, the former might need to recruit a driver like Michael Schumacher (who
currently races for Ferrari). But such a driver seems difficult to find. Likewise, in the
world of business, there may be impediments to imitation that allow some firms to
perform persistently better than others.37 An obvious limit to imitation is imposed by
legal restrictions. In the late 1960s and early 1970s, Xerox was the dominant player in
the photocopier industry thanks to its patent on plain-paper photocopying. Once Xerox
started licensing its technology, differences in performance with respect to competitors
decreased significantly (see box 16.1).

If Arrows cannot find another Michael Schumacher, it should at least be able to
imitate the best features of the Ferrari car (which seems to be faster than the Arrows car,
even controlling for driver skills). Most features of Formula One cars are not patented.
However, there are so many aspects in which a Ferrari car differs from an Arrows
car that it would be difficult to understand which one is responsible for the superior
performance of the former. Something similar occurs with firms as organizations. Toyota’s
superior performance in the world of car manufacturing—in particular, Toyota’s superior
procurement system—involves so many different aspects that it is difficult to pin down
what the crucial success factors are. In fact, the problem is even more serious: Most of the
features of any given organization are tacit knowledge, capabilities that are developed by
experience and are rarely written down—capabilities that are difficult to express formally
as an algorithm or a set of rules. Even if one of Toyota’s rivals were to recruit some key
employees and managers from Toyota, the latter would have difficulty in expressing their
knowledge in the new organization, let alone implementing it. In strategy jargon, we say
this is a case of causal ambiguity.38

Finally, even at times when the Ferrari car/driver duo is slower than rivals, the
Ferrari team has frequently turned out to be the winner. In these cases, success is largely
due to strategy. Strategic or tactical decisions include whether to stop once or twice
during the race, when to stop, what kind of tires to use, and so forth, as well as how to
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react to the choices made by rival teams. In a business context, there are many dimensions
in which strategy can have a lasting effect on firm performance: entry timing, capacity
expansion, mergers and acquisitions, technological improvement, special contracts with
customers and suppliers, not to mention pricing and advertising.

Of the three sources of competitive advantage listed earlier, strategy is the one
we will focus on in the next chapters. This is not to say that the other ones are not
important. In fact, the argument can be made that firm culture—a broad term that would
include tacit knowledge and other aspects that cannot be easily imitated—is an equally
important source of competitive advantage. But the focus of industrial organization is on
competition between firms, rather than the way a firm is internally organized.

In conjunction with all of the preceding factors, one must also stress the importance
of history in determining firm performance—and the persistence of differences in firm
performance. Let us consider an example. The 1970s witnessed a fierce battle for dom-
inance of the market for wide-body aircraft. The three competitors were Boeing (B747),
McDonnell Douglas (DC10), and Lockheed (L1011). One important aspect of competi-
tion in this industry is the existence of a steep learning curve: The more aircraft units a
firm produces, the lower the cost of producing an aircraft unit. The name of the game is
therefore to move down the learning curve as quickly as possible.

At the start, all three competitors maintained approximately equal market shares.
But in the early 1970s, Lockheed’s main engine supplier, Rolls-Royce, began to experi-
ence a series of technical and financial difficulties. This slowed up Lockheed’s produc-
tion rate and the speed at which it moved down the learning curve. When Lockheed
tried to get back in the game, later in the 1970s, it was too late, for its competitors were
already too competitive. McDonnell Douglas did not have much better luck. A series of
crashes in 1980 severely hit consumer confidence in the DC10. In retrospect, this turned
out to be a statistical coincidence, not the result of a fundamental problem with the DC10
design. But again, by the time McDonnell Douglas tried to get back in the game it was
too late: Boeing had reached a superior degree of cost efficiency that allowed it to enjoy
a sustainable competitive advantage over its rivals.g

g Eventually, Lockheed exited

from the civil aviation market.

McDonnell Douglas, in turn,

was acquired by Boeing. In the

meantime, Airbus appeared in

the scene, challenging Boeing’s

dominance.

This is an example of historical events (Rolls-Royce’s problems in the early 1970s,
the DC10 crashes in 1980) having an effect that lasted beyond the time when they oc-
curred. In particular, these are events that, together with the learning curve phenomenon,
have led to a persistent asymmetry in firm performance between Boeing and its rivals.
Other examples could be found, involving network externalities (see box 17.1), consumer
switching costs, and so forth. The point is that sometimes, instead of insisting on a gen-
eral theory of firm heterogeneity, one simply has to accept the importance that history
has in shaping an industry and the firms that it includes. We resume this discussion in
chapter 14. For now, we conclude with a summary of the preceding main points:

Firm performance varies a great deal. Firms are different because of impediments
to imitation, causal ambiguity, firm strategy, and historical events.
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Summary

. Although management and ownership are normally separated, there are reasons to
believe that deviations from profit maximization cannot be too large. These reasons
include management incentive contracts, labor market discipline, product market
discipline, and capital market discipline.

. The horizontal boundaries of the firm are largely determined by cost considerations.
The vertical boundaries result from the balance between investment incentives (spe-
cific assets) and performance incentives.

. Firm performance varies a great deal. Firms are different because of impediments to
imitation, causal ambiguity, firm strategy, and historical events.

Key Concepts

. principal-agent problem

. specific assets

. hold-up problem

. tapered integration

. franchising

. sustainable competitive advantage

. impediments to imitation

. causal ambiguity

Review and Practice Exercises

3.1 Explain why the assumption of profit maximization is or is not reasonable.

3.2 Should firms have their own catering services, or should they outsource this?
What are the main trade-offs? Are there other alternatives in addition to “make or buy”?

3.3 Two parts in an automobile taillight are the plastic exterior cover and the light
bulb. Which of these parts is a car company more likely to manufacture in-house? Why?39
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3.4 There are three main suppliers of commercial jet engines—Pratt & Whitney,
General Electric, and Rolls-Royce. All three maintain extensive support staff at major
(and many minor) airports throughout the world. Why doesn’t one firm service each
airport? Why do all three feel they need to provide service and support operations
worldwide themselves? Why don’t they subcontract this work? Why don’t they leave
it entirely to the airlines?40

3.5 The Smart car was created as a joint venture between Daimler-Benz AG and
Swatch Group AG. Although Micro Compact Car AG (the name of the joint venture) was
originally jointly owned, in November of 1998 Daimler-Benz AG took complete control
by buying Swatch’s share.41 The deal put an end to a very stressed relationship between
Daimler and Swatch. What does section 3.2 suggest as to what the sources of strain might
have been?

3.6 Why do television networks have a few “owned and operated” stations but work
through independent affiliates in most geographic locations?42

3.7 Empirical evidence from franchise retailing suggests that, even when stores have
similar characteristics, the mother company resorts to a mix between company-owned
stores and franchised ones.43 How can this be justified?

3.8 The U.K. Body Shop franchise network consists of three types of stores—
franchised, company-owned, and partnership stores. All stores that are distant from
headquarters by more than 300 miles are franchised. More than half of the company-
owned stores are within 100 miles of headquarters.44 How can you explain these facts?

3.9 Explain why Intel has maintained, if not increased, its competitive advantage
with respect to rivals. Indicate the explanatory power of the different causes considered
in the text (impediments to imitation, causal ambiguity, strategy, history).

Extension Exercises

3.10∗∗∗ Suppose that a firm’s profits are given by π = α + φ(e) + ε, where α denotes the
intensity of product market competition, e effort by the manager, and ε a random shock.
The function φ(e) is increasing and concave, that is, φ′ > 0 and φ′′ < 0.
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For the firm to survive, it must be that profits are greater than π . The manager’s
payoff is β > 0 if the firm survives and zero if it is liquidated, that is, if profits fall short
of the minimum target. The idea is that if the firm is liquidated, then the manager loses
his job and the rents associated with it.

Suppose that ε is normally distributed with mean μ and variance σ 2, and that μ > π .
Show that increased product market competition (lower α) induces greater effort by the
manager, that is, ∂ e

∂ α
< 0.
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Games and Strategy

Suppose Time magazine is considering which cover story to publish next week. It has
two alternatives to choose from: “Impeachment” or “Financial Crisis.” “Impeachment”
seems like a more promising story. However, it is important for Time not to choose the
same cover story as Newsweek: If that happens, some readers will buy only one of the
magazines when they would otherwise buy both. Time’s dilemma illustrates the problem
of interdependent decision making: Time’s payoff depends not only on its own decision
but also on the decision of another player, Newsweek. Economists study this type of
situations as if Time and Newsweek were playing a game.

A game is a stylized model that depicts situations of strategic behavior, where the
payoff for one agent depends on its own actions as well as on the actions of other agents.a

a Economic analysis is based on

the use of models. Models are

stylized representations of reality,

highlighting the particular aspects

of interest to the economist. Being

stylized is not a defect of models,

rather it should be seen as a

requisite: A completely realistic

model would be as useful as an

exceedingly detailed description

of reality, so complete that the

main points would be buried in the

abundance of detail.

It is important to keep this point

in mind when judging the very

stylized nature of some of the

games and models presented in

this text.

The application of games to economic analysis is not confined to magazine publishing.
For example, in a market with a small number of sellers, the profits of a given firm
depend on the price set by that firm and on the prices set by the other firms. In fact, price
competition with a small number of firms is a typical example of the world of strategic
behavior—and games.

This type of situation introduces a number of important considerations. The op-
timal choice for a player—its optimal strategy—depends on what it conjectures other
players will choose. Because other players act in a similar way, when conjecturing what
another player will do, I may need to conjecture what the other player’s conjecture re-
garding my behavior is, and so forth. Moreover, if the strategic interaction evolves over
a number of periods, I should also take into account that my actions today will have an
impact on the other players’ conjectures and actions in the future. In summary, payoff
interdependence introduces a host of possibilities for strategic behavior—the object of
game theory.
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Figure 4.1 The “Prisoner’s Dilemma” Game.

The basic element of game theory and applied game theory is a game. A game con-
sists of a set of players, a set of rules (who can do what when), and a set of payoff functions
(the utility each player gets as a result of each possible combination of strategies).

Figure 4.1 depicts a simple game that exemplifies these ideas. There are two players,
Player 1 and Player 2. Player 1 has two possible strategies, T and B, which we represent
as Player 1 choosing a row in the matrix represented in figure 4.1. Player 2 also has two
possible strategies, L and R, which we represent by the choice of a column in the matrix
in figure 4.1.

For each combination of strategies by each player, the respective matrix cell shows
the payoffs received by each player—In the lower left corner, the payoff received by
Player 1; in the top right corner, the payoff received by Player 2. A crucial aspect of a
game is that each player’s payoff is a function of the strategic choice by both players. In
figure 4.1, this is represented by a matrix, where each cell corresponds to a combination
of strategic choices by each player. This form of representing games is know as normal
form. Later, we will consider alternative forms of representing a game.

One final point regarding the game in figure 4.1 is the rule that both players choose
their strategies simultaneously. This rule will be maintained throughout a number of
examples in this chapter—in fact, throughout much of the book. It is therefore important
to clarify its precise meaning. In real life, very seldom do agents make decisions at
precisely the same time. A firm will make a strategic investment decision this week,
its rival will do it in two or three weeks’ time. So how realistic is the assumption that
players choose strategies at the same time?

Suppose that there is an observation lag, that is, suppose that it takes time for
Player 2 to observe what Player 1 chooses; and likewise, suppose that it takes time
for Player 1 to observe what Player 2 chooses. In this context, it is perfectly possible
that players make decisions at different times but that, when decisions are made, neither
player knows what the other player’s choice is. In other words, it is as if players were
simultaneously choosing strategies. Naturally, the assumption that observation lags are
long does not always hold true. Later in the chapter, we will find examples in which an
explicit assumption of sequential decision making is more appropriate.
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4.1 DOMINANT STRATEGIES, DOMINATED

STRATEGIES, AND NASH EQUILIBRIUM

Consider again the game in figure 4.1. What strategies would we expect players to choose?
Take Player 1’s payoffs, for example. If Player 1 expects Player 2 to choose L, then Player
1 is better off by choosing B instead of T . In fact, B would yield a payoff of 6, which is
more than the payoff from T , 5. Likewise, if Player 1 expects Player 2 to choose R, then
Player 1 is better off by choosing B instead of T . In this case, payoffs are given by 3 and
4, respectively. In summary, Player 1’s optimal choice is B, regardless of what Player 2
chooses.

Whenever a player has a strategy that is strictly better than any other strategy
regardless of the other players’ strategy choices, we say that the first player has a
dominant strategy. If a player has a dominant strategy and if the player is rational, we
should expect the player to choose the dominant strategy. Notice that all we need to
assume is that the player is rational. In particular, we do not need to assume that the
other players are rational. In fact, we do not even need to assume that the first player
knows the other players’ payoffs. The concept of dominant strategy is very robust.

The structure of the game presented in figure 4.1 is common in economics, in
particular in industrial organization. For example, strategies T and L might correspond to
setting a high price, whereas B and R correspond to setting a low price. What is interesting
about this game is that (1) both players are better off by choosing (T , L), which gives each
player a payoff of 5; (2) however, Player 1’s dominant strategy is to play B and Player 2’s
dominant strategy is to play R; (3) for this reason, players choose (B, R) and receive (4,
4), which is less than the desired outcome of (5, 5).

In other words, the game in figure 4.1, which is commonly known as the prisoner’s
dilemma, depicts the conflict between individual incentives and joint incentives. Jointly,
players would prefer to move from (B, R) to (T , L), boosting payoffs from (4, 4) to (5, 5).
However, individual incentives are for Player 1 to choose B and for Player 2 to choose R.
Chapters 7 and 8, show that many oligopoly situations have the nature of a “prisoner’s
dilemma.” They also discuss in what ways firms can escape the predicament of lowering
payoffs from the “good” outcome (5, 5) to the “bad” outcome (4, 4).

Consider the game in figure 4.2. There are no dominant strategies in this game. In
fact, generally, few games have dominant strategies. We thus need to find other ways of
“solving” the game. Consider Player 1’s decision. Although Player 1 has no dominant
strategy, Player 1 has a dominated strategy, namely M . In fact, if Player 2 chooses L, then
Player 1 is better off by choosing B than M . The same is true for the cases when Player
2 chooses C or R. That is, M is dominated by B from Player 1’s point of view (in fact, M
is also dominated by T ).

More generally, we define a dominated strategy as one whose payoff is inferior to
that of another strategy, regardless of what the other player does. The idea is that, if a
given player has a dominated strategy and that player is rational, then we should expect
the player not to choose such a strategy.
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Figure 4.2 Iterated Elimination of Dominated Strategies.

The concept of dominated strategies has much less “bite” than that of dominant
strategies. If Player 1 has a dominant strategy, we know that Player 1 will choose that
strategy; whereas if Player 1 has a dominated strategy all we know is that it will not choose
that strategy; in principle, there could still be a large number of other strategies Player
1 might choose. Something more can be said, however, if we successively eliminate
“dominated” strategies. (The justification for quotation marks around “dominated” will
soon become clear.)

Suppose that Player 2 knows Player 1’s payoffs and, moreover, knows that Player
1 is rational. By the reasoning presented above, Player 2 should expect Player 1 not
to choose M . Given that Player 1 does not choose M, Player 2 finds strategy C to be
“dominated” (by either L or R). Notice that, strictly speaking, C is not a dominated
strategy: If Player 1 chooses M , then C is better than L or R. However, C is dominated by
L or R given that M is not played by Player 1.

We can now take this process one step further. If Player 1 is rational, believes that
Player 2 is rational, and believes that Player 2 believes that Player 1 is rational, then
Player 1 should find T to be a “dominated” strategy. In fact, if Player 2 does not choose
C , then strategy T is “dominated” by strategy B: If Player 2 chooses L, Player 1 is better
off with B (2 instead of 1); if Player 2 chooses R, again, Player 1 is better off with B (2
instead of 1). Finally, if we take this process one step further, we conclude that L is a
“dominated” strategy for Player 2. This leaves us with the pair of strategies (B, R).

As in the first example, we have reached a single pair of strategies, a “solution” to
the game. However, the assumptions necessary for iterated elimination of dominated
strategies to work are much more stringent than in the case of dominant strategies.
Whereas in the first example, all we needed to assume was that players are rational,
utility-maximizing agents, we now assume that each player believes that the other player
is rational and believes that the other player believes that the first player is rational.

To understand the importance of these assumptions regarding rationality, consider
the simple game in figure 4.3. Player 2 has a dominated strategy, L. In fact, it has a
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Figure 4.3 Dubious Application of Dominated Strategies.

dominant strategy, too (R). If Player 1 believes that Player 2 is rational, then Player 1
should expect Player 2 to avoid L and instead play R. Given this belief, Player 1’s optimal
strategy is to play B, for a payoff of 2. Suppose, however, that Player 1 entertains the
possibility, unlikely as it might be, that Player 2 is not rational. Then B may no longer be
its optimal choice, because there is a chance of Player 2 choosing L, resulting in a payoff
of −100 for Player 1. A more general point is that, in analyzing games,

It is not only important whether players are rational. It is also important whether
players believe the other players are rational.

Consider now the game in figure 4.4. There are no dominant or dominated strategies
in this game. Is there anything we can say about what to expect players will choose? In this
game, more than in the previous games, it is apparent that each player’s optimal strategy
depends on what the other player chooses. We must therefore propose a conjecture by
Player 1 about Player 2’s strategy and a conjecture by Player 2 about Player 1’s strategy.

1

Figure 4.4 Nash Equilibrium.
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Figure 4.5 Multiple Nash Equilibria.

A natural candidate for a “solution” to the game is then a situation whereby (1) players
choose an optimal strategy given their conjectures of what the other players do, and (2)
such conjectures are consistent with the other players’ strategy choices.

Suppose that Player 1 conjectures that Player 2 chooses R, and that Player 2
conjectures that Player 1 chooses B. Given these conjectures, Player 1’s optimal strategy
is B, whereas Player 2’s optimal strategy is R. In fact, if Player 1 conjectures that Player
2 chooses R, then B is Player 1’s optimal choice; any other choice would yield a lower
payoff. The same is true for Player 2. Notice that, based on these strategies, the players’
conjectures are consistent: Player 1 expects Player 2 to choose what in fact Player 2
finds to be an optimal strategy, and vice versa. This situation is referred to as a Nash
equilibrium.45

Although the concept of Nash equilibrium can be defined with respect to conjec-
tures, it is simpler—and more common—to define it with respect to strategies.

A pair of strategies constitutes a Nash equilibrium if no player can unilaterally
change its strategy in a way that improves its payoff.

It can be checked that, in the game in figure 4.4, (B, R) is a Nash equilibrium and no
other combination of strategies is a Nash equilibrium. For example, (M , C) is not a Nash
equilibrium because, given that Player 2 chooses C , Player 1 would rather choose T .

Contrary to the choice of dominant strategies, application of the Nash equilibrium
concept always produces an equilibrium.b In fact, there may exist more than one Nash

b For the sake of rigor, two

qualifications are in order: First,

existence of Nash equilibrium

applies to most games but not to

all. Second, equilibria sometimes

require players to randomly

choose one of the actions (mixed

strategies), whereas we have

considered only the case when

one action is chosen with certainty

(pure strategies).

equilibrium. One example of this is given by the game in figure 4.5, where both (T , L)

and (B, R) are Nash equilibria. A possible illustration for this game is the process of
standardization. Strategies T and L, or B and R, correspond to combinations of strategies
that lead to compatibility. Both players are better off under compatibility. However,
Player 1 prefers compatibility around the standard (B-R), whereas Player 2 prefers
compatibility over the other standard. More generally, this example is representative
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of a class of games in which (1) players want to coordinate, (2) there is more than one
point of coordination, and (3) players disagree over which of the two coordination points
is better. (Problems of standardization are further discussed in chapter 17.)

4.2 SEQUENTIAL GAMES: COMMITMENT

AND BACKWARD INDUCTION
c

c Sections 4.2 and 4.3 cover

relatively more advanced material,

which may be skipped in a first

reading of the book.

In the previous section, we justified the use of simultaneous-choice games as a realis-
tic way of modeling situations where observation lags are so long that it is as if players
were choosing strategies simultaneously. When the time between strategy choices is suf-
ficiently long, however, the assumption of sequential decision making is more realistic.
Consider the example of an industry that is currently monopolized. A second firm must
decide whether or not to enter the industry. Given the decision of whether or not to enter,
the incumbent firm must decide whether to price aggressively or not. The incumbent’s de-
cision is taken as a function of the entrant’s decision. That is, first the incumbent observes
whether or not the entrant enters, and then decides whether or not to price aggressively.
In such a situation, it makes more sense to consider a model with sequential rather than
simultaneous choices. Specifically, the model should have the entrant—Player 1—move
first and the incumbent—Player 2—move second.

The best way to model games with sequential choices is to use a game tree. A game
tree is like a decision tree except that there is more than one decision maker involved.
An example is given in figure 4.6, where strategies and payoffs illustrate the case of
entrant and incumbent described earlier. In figure 4.6, a circle denotes a decision node.
The game starts with decision node 1. At this node, Player 1 (entrant) makes a choice
between e and ē, which can be interpreted as “enter” and “not enter,” respectively. If the
latter is chosen, then the game ends with payoffs �1 = 0 (entrant’s payoff) and �2 = 50
(incumbent’s payoff). If Player 1 chooses e, however, then we move on to decision node 2.
This node corresponds to Player 2 (incumbent) making a choice between r and r̄, which
can be interpreted as “retaliate entry” or “not retaliate entry,” respectively. Games which,
like figure 4.6, are represented by trees are also referred to as games in extensive form.d

d From this and the previous

sections, one might erroneously

conclude that games with simulta-

neous choices must be represented

in the normal form, and games with

sequential moves in the extensive

form. In fact, both simultaneous

and sequential choice games can

be represented in both the normal

and extensive forms. However, for

simple games such as those con-

sidered in this chapter, the choice

of game representation considered

in the text is the more appropriate.

This game has two Nash equilibria: (e, r̄) and (ē, r). Let us first check that (e, r̄) is
indeed a Nash equilibrium, that is, that no player has an incentive to change its strategy
given what the other player does. First, if Player 1 chooses e, then Player 2’s best choice is
to choose r̄ (it gets 20, it would get −10 otherwise). Likewise, given that Player 2 chooses
r̄, Player 1’s optimal choice is e (it gets 10, it would get 0 otherwise).

Let us now check that (ē, r) is an equilibrium. Given that Player 2 chooses r, Player
1 is better off by choosing ē: this yields Player 1 a payoff of 0, whereas e would yield
−10. As for Player 2, given that Player 1 chooses ē, its payoff is 50, regardless of which
strategy it chooses. It follows that r is an optimal strategy (though not the only one).
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Figure 4.6 Extensive-Form Representation: The Sequential-Entry Game.

Although the two solutions are indeed two Nash equilibria, the second equilibrium
does not make much sense. Player 1 is not entering because of the “threat” that Player
2 will choose to retaliate. But, is this threat credible? If Player 1 were to enter, would
Player 2 decide to retaliate? Clearly, the answer is “no”: By retaliating, Player 2 gets −10,
compared with 20 from no retaliation. We conclude that (ē, r), although it is a Nash
equilibrium, is not a reasonable prediction of what one might expect to be played.

One way of getting rid of this sort of “unreasonable” equilibria is to solve the game
backward, that is, to apply the principle of backward induction. First, we consider node
2, and conclude that the optimal decision is r̄. Then, we solve for the decision in node 1
given the decision previously found for node 2. Given that Player 2 will choose r̄, it is now
clear that the optimal decision at node 1 is e. We thus select the first Nash equilibrium
as the only one that is intuitively “reasonable.”

Solving a game backward is not always this easy. Suppose that, if Player 1 chooses
e at decision node 1 we are led not to a Player 2 decision node but rather to an entire
new game, say, a simultaneous-move game as in figures 4.1 to 4.5. Because this game is a
part of the larger game, we call it a subgame of the larger one. In this setting, solving the
game backward would amount to first solving for the Nash equilibrium (or equilibria) of
the subgame, and then, given the solution for the subgame, solving for the entire game.
Equilibria that are derived in this way are called subgame-perfect equilibria.46

In the game of figure 4.6, the equilibrium (ē, r) was dismissed on the basis that
it requires Player 2 to make the “incredible” commitment of playing r in case Player 1
chooses e. Such threat is not credible because, given that Player 1 has chosen e, Player
2’s best choice is r̄. But suppose that Player 2 writes an enforceable and non renegotiable
contract whereby, if Player 1 chooses e, Player 2 chooses r. The contract is such that,
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Figure 4.7 The Value of Commitment.

were Player 2 not to choose r and chose r̄ instead, Player 2 would incur a penalty of 40,
lowering its total payoff to −20.e

e This is a very strong assumption

as most contracts are renegotiable.

However, for the purposes of

the present argument, what is

important is that Player 2 has the

option of imposing on itself a cost

if it does not choose r. This cost

may result from breach of contract

or from a different cause.

The situation is illustrated in figure 4.7. The first decision now belongs to Player 2,
who must choose between writing the bond described above (strategy b) and not doing
anything (strategy b̄). If Player 2 chooses b̄, then the game in figure 4.6 is played. If
instead Player 2 chooses b, then a different game is played, one that takes into account
the implications of signing the bond.

Compare the two subgames starting at Player 1’s decision nodes. The one on the
right is the same as in figure 4.6. As we then saw, the equilibrium payoff for Player 2 in
this game is 20. The subgame on the left-hand side is identical to the one on the right
except for Player 2’s payoff following (e, r). The value is now −20 instead of 20. At first,
it might seem that this makes Player 2 worse off: Payoffs are the same in every case
except one, and in that one case, payoff is actually lower than it was initially. However,
as we will see next, Player 2 is better off playing the left-hand-side subgame than the
right-hand-side subgame.

Let us solve the left-hand-side subgame backward, as before. When it comes to
Player 2 to choose between r and r̄, the optimal choice is r. In fact, this gives Player 2 a
payoff of −10, whereas the alternative would yield −20 (Player 2 would have to pay for
breaking the bond). Given that Player 2 chooses r, Player 1 finds it optimal to choose ē:
It is better to receive a payoff of zero than to receive −10, the outcome of e followed by
r. In summary, the subgame on the left-hand side gives Player 2 an equilibrium payoff
of 50, the result of the combination of ē and r.
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We can finally move backward one more stage and look at Player 2’s optimal choice
between b and b̄. From what we saw above, Player 2’s optimal choice is to choose b and
eventually receive a payoff of 50. The alternative, b̄, eventually leads to a payoff of 20
only.

This example illustrates two important points. First it shows that

A credible commitment may have significant strategic value.

By signing a bond that imposes a large penalty when playing r̄, Player 2 credibly commits
to playing r when the time comes to choose between r and r̄. In so doing, Player 2 induces
Player 1 to choose ē, which in turn works for Player 2’s benefit. Specifically, introducing
this credible commitment raises Player 2’s payoff from 20 to 50. The value of commitment
is 30 in this example.

The second point illustrated by the example is a methodological one. If we believe
that Player 2 is credibly committed to choosing r, then we should model this by changing
Player 2’s payoffs or by changing the order of moves. This can be done as in figure 4.7,
where we model all the moves that lead to Player 2 effectively precommiting to playing r.
Alternatively, this can also be done as in figure 4.8, where we model Player 2 as choosing
r or r̄ “before” Player 1 chooses its strategy. The actual choice of r or r̄ may occur in time
after Player 1 chooses e or ē. However, if Player 2 precommits to playing r, we can model
that by assuming Player 2 moves first. In fact, by solving the game in figure 4.8 backward,
we get the same solution as in figure 4.7, namely the second Nash equilibrium of the game
initially considered.

To conclude this section, we should mention another instance in which the se-
quence of moves plays an important role. This is when the game under consideration

Figure 4.8 Modeling Player 2’s Capacity to Precommit.
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Figure 4.9 A Game with Long-Run and Short-Run Strategy Choices (Timing of Moves).

depicts a long-term situation where players choose both long-run and short-run variables.
For example, capacity decisions are normally a firm’s long-term choice, for production
capacity (buildings, machines) typically lasts for a number of years. Pricing, on the other
hand, is typically a short-run variable, for firms can change it relatively frequently at a
relatively low cost.

When modeling this sort of strategic interaction, we should assume that players
choose the long-run variable first and the short-run variable second. Short-run variables
are those that players choose given the value of the long-run variables. And this is
precisely what we get by placing the short-run choice in the second stage.

This timing of moves is depicted in figure 4.9. This figure illustrates yet a third
way of representing games: a time line of moves. This is not as complete and rigorous as
the normal-form and extensive-form representations we saw before; however, it proves
to be useful in analyzing a variety of games.

In a real-world situation, as time moves on, firms alternate between choosing
capacity levels and choosing prices, the latter more frequently than the former. If we
want to model this in a simple, two-stage game, then the right way of doing it is to
place the capacity decision in the first stage and the pricing decision in the second
stage. The same principle applies generally when there are long-run and short-run
strategic variables. In the following chapters, we encounter examples of this in relation
to capacity/pricing decisions (chapter 7), product positioning/pricing decisions (chapter
12), and entry/output decisions (chapter 15).

4.3 REPEATED GAMES

Many real-world situations of strategic behavior are repeated over an extended period of
time. Sometimes, this can be modeled by an appropriate static model. For example, in
the previous section, we saw how a two-stage game can be used to model competition
in long-term and short-term variables.

Consider, however, the strategic phenomenon of retaliation, that is, the situation
whereby a player changes its strategic variable in response to a rival’s action. Clearly,
this cannot be achieved in a static, simultaneous-move game, for in such game there is
no time for a player to react to another player’s actions.



60 Part 1 Chapter 4

Figure 4.10 Stage Game.

A useful way to model the situation whereby players react to each other’s strategic
moves is to consider a repeated game. Consider a simultaneous-choice game like the one
in figure 4.1. Because in this game each player chooses one action only once, we refer
to it as a one-shot game. A repeated game is defined by a one-shot game—also referred
to as stage game—which is repeated a number of times. If repetition takes place a finite
number of times, then we have a finitely repeated game; otherwise, we have an infinitely
repeated game.

In one-shot games, strategies are easy to define. In fact, strategies are identified
with actions. In repeated games, however, it is useful to distinguish between actions and
strategies. Consider the one-shot game in figure 4.10. In this game, each player has three
actions/strategies to choose from: T , M , B for Player 1; and L, C , R for Player 2.

Now suppose that this one-shot game is repeated twice. In each period, Player 1
still has three actions to choose from. However, the set of possible strategies for Player
1 is now much more complex. A strategy for Player 1 has to indicate what to choose in
period 1 and what to choose in period 2 as a function of the actions that were taken in
period 1. Generally, a strategy is defined as a player’s complete contingent plan of action
for all possible occurrences in the game. Because there are nine possible outcomes in the
first period, three possible actions in the second period, and three possible actions in the
first period, Player 1 has 3 times 3 to the power of 9, or 59,049, possible strategies!

Does this proliferation of strategies add anything of interest that was not present
in the one-shot version of the game? In many cases, the answer is “yes.” Let us start by
looking at the equilibria of the one-shot game. Direct inspection reveals that this game has
two Nash equilibria: (M , C) and (B, R).f Notice that the best payoff for both players would

f Technical note: We are referring

only to equilibria in pure strategies.

be (T , L), yielding each a payoff of 5, but such an outcome is not a Nash equilibrium.
The best Nash equilibrium yields each player a payoff of 4.g

g This game is identical to that in

figure 4.1 except that we add a third

strategy to each player. Although

this third strategy leads to an

extra Nash equilibrium, the main

feature of the game in figure 4.1 is

still valid—namely, the conflict

between individual and joint

incentives that characterizes the

“prisoner’s dilemma.”

Let us now derive the equilibria of the repeated game. One first observation is that
the repeated play of the equilibrium strategies of the one-shot game forms an equilibrium
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of the repeated game. So, for example, (M , C) in both periods is an equilibrium. The
implicit strategies that lead to such equilibrium of the repeated game are, for Player
1, “choose M in period 1 and choose M in period 2 regardless of what happened
in period 1”; and likewise for Player 2. That is, players choose history-independent
strategies.

The interesting question is whether there are equilibria of the repeated game that
do not correspond to equilibria of the one-shot game. Consider the following strategy for
Player 1: play T in period 1. In period 2, play M if period 1 actions were (T , L); otherwise,
play B. As for Player 2, take the following strategy: play L in period 1. In period 2, play
C if period 1 actions were (T , L); otherwise, play R.

Let us now check that these strategies constitute an equilibrium of the repeated
game. In period 2, assuming that the period 1 outcome was (T , L), the designated
strategies call for players to choose (M , C). Because these actions form a Nash equilibrium
of the one-shot game, it must be in the players’ best interest to choose them in the second
period of a two-period repeated game. That is, no player would be able to improve its
payoff by choosing something different. Likewise, in period 2 and assuming that the
period 1 outcome was different from (T , L), the designated strategies call for players to
choose (B, R). Because the latter also constitute an equilibrium of the one-shot game, the
same reasoning applies.

Finally, we have to check that period 1 actions are also part of a Nash equilibrium
strategy. Take Player 1: Choosing the action T , as indicated by the designated strategy,
yields a payoff of 5 in the first period. Because, by assumption, Player 2 is playing the
designated strategy (L in period 1), Player 1’s period 1 choice will lead to (M , C) in period
2, yielding Player 1 an additional payoff of 4. Total payoff is therefore 9.

Now suppose that, in period 1, Player 1 chooses M instead. Period 1 payoff would
then be 6, because Player 2 chooses L. However, choosing M in period 1 would lead
to the play of (B, R) in period 2, yielding Player 1 an additional payoff of only 1. Total
payoff would therefore be 7, which is less than 9. A similar comparison is obtained if
we consider other deviations from the designated strategies by either Player 1 or Player
2. We conclude that the designated strategies constitute a Nash equilibrium.

In words, the previously designated strategies may be described in the following
way. The players agree to choose the payoff-maximizing actions in the first period:
(T , L). Although this cannot be sustained in a one-shot game—both players would have
an incentive to deviate—an arrangement can be made whereby (T , L) is part of an
equilibrium in the two-period game. The idea is that period 2 actions are used to “punish”
players in case they deviate from the designated period 1 actions. Because of this period
2 “punishment,” a period 1 deviation that would be profitable in the short run (that is, in
the one-shot game) is not profitable once the two periods are taken into consideration. In
fact, the period 1 gain from deviation (6 minus 5) is less than the loss in period 2 payoff
that results from Player 2’s “retaliation” (4 minus 1).
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We conclude:

Because players can react to other players’ past actions, repeated games allow for
equilibrium outcomes that would not be an equilibrium in the corresponding one-
shot game.

As we see in chapter 8, this idea of “agreements” between players that are enforced
by mutual retaliation plays an important role in explaining the working of cartels and,
more generally, the nature of collusive behavior.

Summary

. A game is a model that depicts a situation of strategic behavior. A game consists of a
set of players, rules, and a set of payoff functions.

. Games may be represented in normal form (matrix) or in extensive form (game tree).
Normally, games with simultaneous choices are represented in the normal form,
whereas games with sequential choices are represented in the extensive form.

. Simultaneous strategy choices should not be interpreted literally: When observation
lags are significant, it is as if players were simultaneously choosing strategies.

. The equilibrium of a game indicates the strategies that one would expect players
to choose. The most common equilibrium concept is that of Nash equilibrium—a
situation such that no player would unilaterally find it optimal to change its strategy.

. In analyzing games, it is important not only whether players are rational. It is also
important whether players believe the other players are rational.

. Sequential games should be solved backward. Such procedure excludes strategies that
are not credible.

. Committing to take a future action which is ex-post suboptimal may have an ex-ante
strategic value.



Games and Strategy 63

. Repeated games are a way of modeling repeated interaction between players. Because
players can react to other players’ past actions, repeated games allow for equilibrium
outcomes that would not be an equilibrium in the corresponding one-shot game.

Key Concepts

. game

. normal form and extensive form

. dominant and dominated strategies

. Nash equilibrium

. backward induction

. credible commitment

. repeated game

Review and Practice Exercises

4.1 What are the assumptions regarding player rationality implicit in solving a game
by elimination of dominated strategies? Contrast this with the case of dominant strategies.

4.2 The U.K. Office of Fair Trading has recently unveiled a plan that will offer
immunity from prosecution to firms who blow the whistle on their co-cartel conspirators.
In the United States, this tactic has proven extremely successful: Since its introduction
in 1993, the total amount of fines for anticompetitive behavior has increased twentyfold.

Show how the tactic initiated by the U.S. Department of Justice, soon to be followed
by the U.K. Office of Fair Trading, changes the rules of the game played between firms
in a secret cartel.

4.3 Figure 4.11 represents a series of two-player games that illustrate the rivalry
between Time magazine and Newsweek. Each magazine’s strategy consists of choosing a
cover story: “Impeachment” and “Financial Crisis” are the two choices.h

h In each cell, the first number is the

payoff for the row player (Time).

The first version of the game corresponds to the case when the game is symmetric
(Time and Newsweek are equally well positioned). As the payoff matrix suggests, “Im-
peachment” is a better story but payoffs are lower when both magazines choose the same
story. The second version of the game corresponds to the assumption that Time is a more
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Figure 4.11 The Cover-Story Game.

popular magazine (Time’s payoff is greater than Newsweek’s when both magazines cover
the same story). Finally, the third version of the game illustrates the case in which the
magazines are sufficiently different that some readers will buy both magazines even if
they cover the same story.

For each of the three versions of the game,

a. Determine whether the game can be solved by dominant strategies.

b. Determine all Nash equilibria.

c. Indicate clearly which assumptions regarding rationality are required in order to reach
the solutions in (a) and (b).

4.4∗ In the movie E.T., a trail of Reese’s Pieces, one of Hershey’s chocolate brands, is
used to lure the little alien out of the woods. As a result of the publicity created by this
scene, sales of Reese’s Pieces trebled, allowing Hershey to catch up with rival Mars.

Universal Studio’s original plan was to use a trail of Mars’ M&Ms. However, Mars
turned down the offer, presumably because it thought $1 million, the price demanded
by the producer of E.T., was very high. The makers of E.T. then turned to Hershey, who
accepted the deal.
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Suppose that the publicity generated by having M&Ms included in the movie would
increase Mars’ profits by $800,000. Suppose moreover that Hershey’s increase in market
share cost Mars a loss of $500,000. Finally, let b be the benefit for Hershey from having
its brand be the chosen one.

Describe the preceding events as a game in extensive form. Determine the equilib-
rium as a function of b. If the equilibrium differs from the actual events, how do you
think they can be reconciled?

4.5 Hernan Cortéz, the Spanish navigator and explorer, is said to have burnt his
ships upon arrival to Mexico. By so doing, he effectively eliminated the option of him
and his soldiers returning to their homeland. Discuss the strategic value of this action,
knowing the Spanish colonists were faced with potential resistance from the Mexican
natives.

4.6 Consider the following game depicting the process of standard setting in high-
definition television (HDTV).47 The United States and Japan must simultaneously decide
whether to invest a high or a low value into HDTV research. Each country’s payoffs are
summarized in figure 4.12.

a. Are there any dominant strategies in this game? What is the Nash equilibrium of the
game? What are the rationality assumptions implicit in this equilibrium?

b. Suppose now that the United States has the option of committing to a strategy before
Japan’s decision is reached. How would you model this new situation? What are the
Nash equilibria of this new game?

c. Comparing the answers to (a) and (b), what can you say about the value of commitment
for the United States?

d. “When precommitment has a strategic value, the player that makes that commitment
ends up ‘regretting’ its actions, in the sense that, given the rival’s choices, it could
achieve a higher payoff by choosing a different action.” In light of your answer to (b),
how would you comment on this statement?

Figure 4.12 The HDTV Game: Each Country Chooses a High or a Low Level of R&D on HDTV.
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4.7 Consider a one-shot game with two equilibria and suppose that this game is
repeated twice. Explain in words why there may be equilibria in the two-period game
that are different from the equilibria of the one-shot game.

Extension Exercise

4.8∗∗ Consider the game in figure 4.13.48 Show, by backward induction, that rational
players choose d at every node of the game, yielding a payoff of 2 for Player 1 and zero for
Player 2. Is this equilibrium reasonable? What are the rationality assumptions implicit
in it?

Figure 4.13 The Centipede Game.

In the payoff vectors, the top number is player 1’s payoff, the bottom one player 2’s.
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C H A P T E R 5

Monopoly and Regulation

One of the first steps in the process of studying industrial organization is to have
an idea of what types of industry structure there may be. Different authors present
different classifications. Normally, there is a long list that covers various possibilities
from monopoly to competition: pure monopoly, dominant firm, tight oligopoly, loose
oligopoly, monopolistic competition, pure competition.49

Pure monopoly is the situation in which one firm holds a 100% share of the market.
Examples include many electric, telephone, water, bus, and other utilities. A dominant
firm may be classified as one with 50% to 100% of the market and no close rival. Campbell
soup, Gillette razor blades, and Kodak film are possible examples. In this chapter, we deal
with the cases where one firm dominates the entire market, or almost the entire market.
In the next chapter, we address the opposite extreme, looking at the cases of perfect
competition and monopolistic competition. The intermediate case—oligopoly—is the
object of a series of chapters beginning with chapter 7.

5.1 MONOPOLY

The model of monopoly is based on the assumption that there is a well-defined market
with one single supplier. The monopolist sets price p and consumers demand quantity
D(p); or, to put it in the reverse form: To sell a quantity q, the seller must set a price P(q),
where P(·) is the inverse function of D(·). By producing q, the monopolist incurs a cost
C(q). Finally, it is assumed that the seller chooses a price to maximize profits.

Notice that, because price and output are related by the demand function, it is
the same thing to choose the optimal price or to choose the optimal output. That is,
even though the monopolist is assumed to set price and consumers choose quantity as
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Figure 5.1 Demand Elasticity and Optimal Monopoly Margin.

a function of price, we can think of the monopolist as choosing the optimal quantity it
wants consumers to buy and then setting the corresponding price. In what follows, we
treat the monopolist’s decision as that of selecting an output level. Profit maximization
occurs when the firm uses the optimal rule that marginal revenue equals marginal cost.
It can be shown that this implies the well-known elasticity rule:

p − MC
p

= 1
ε

, (5.1)

where MC is marginal cost and ε ≡ −d D
d p

p
q is the price elasticity of demand.a In other

a Alternatively, we may write the

above equation as

p
(

1 − 1
ε

)
= MC ,

which shows more clearly that

the monopolist optimally sets a

markup over marginal cost.

words:

A monopolist should set a price-cost margin that is greater the lower is the price
elasticity of demand.

This is illustrated in figure 5.1, which depicts the optimal price (and margin) for
different demand functions. The graph on the left shows a low-elasticity demand curve.
As predicted by equation 5.1, optimal price (and margin) are greater than for a high-
elasticity demand curve (graph on the right).

Dominant Firms

Pure monopolies are fairly rare. Aside from utilities, one is hard pressed to find a good
example of a firm that controls 100% of its market. It is not uncommon, however, to find
industries where one of the firms commands a market share of 50% or more, and a set
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of small firms divide the remainder of the market among themselves. Examples include
the mainframe computer industry in the 1960s and 1970s, IBM being the dominant firm;
and, for several years, the market for photographic film, Kodak being the dominant firm
in this case. Normally, the dominant firm holds some competitive advantage with respect
to rivals, by reason of either lower costs or higher quality (or better reputation for quality).

Consider a third example, that of long-distance telecommunications in the United
States in the second half of the 1980s. AT&T was a monopolist until 1984; since then, a
number of relatively small competitors have entered the market. Until the early to mid
1990s, there were two important differences between AT&T and its rivals. First, most of
the rivals had a smaller capacity than AT&T. Second, rivals were not subject to the same
type of regulation that the former monopolist was.b As a result, AT&T’s competitors could

b In 1996, AT&T ceased to be subject

to price regulation. Moreover,

the rivals’ capacity and market

share increased considerably. The

recent proposed merger between

MCI and Sprint would represent

an additional important change

in the market, which now more

resembles a duopoly than one with

a dominant firm.

change prices more quickly and more easily.
For this reason, AT&T was, in some sense, a price leader. Whichever price was set,

competitors typically would follow by pricing at the same level or slightly lower. Table
5.1 illustrates this point: Most price changes effected by MCI and Sprint in the period
from 1987 to 1994 followed price changes by AT&T; the prices set by AT&T’s rivals tended
to be just below those of the former monopolist.c

c MCI changed its rates in the same

month as AT&T in 5 out of 12 price

changes. Sprint has set the exact

same rates as AT&T from 1991 to

1994 (although it reacted to the

latter’s changes with some lag).

Suppose that consumers choose the firm offering the lowest price and that the small
carriers are capacity constrained, having a total capacity of K . This situation is depicted
in figure 5.2. Whichever price AT&T sets (above marginal cost), the small carriers will
set a slightly smaller price and sell up to capacity. In practice, this implies that AT&T

Table 5.1 Long-Distance Telephone Rates: AT&T, MCI, and Sprint.
50

AT&T MCI Sprint

Date Rate New Months New Months New
Changed Rate After Rate After Rate

January 87 .298 2 .289 2 .289

January 88 .265 2 .256 2 .259

January 89 .254 0 .244 0 .250

January 90 .233 1 .223 1 .228

January 91 .228 1 .222 5 .228

July 91 .227 5 .223 1 .227

January 92 .228 0 .224 2 .228

June 92 .227 0 .225 5 .227

February 93 .228 1 .225 2 .228

August 93 .229

September 93 .235 0 .234 1 .235

January 94 .256 0 .255 0 .256
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Figure 5.2 Dominant-Firm Optimal Price.

is faced with the residual demand DR, obtained from market demand D by moving it K
units to the left, where K is the total capacity of the small competitors.

Given the residual demand DR, AT&T’s optimal price is derived in the usual way,
by equating marginal revenue with marginal cost (MC). This results in an optimal price
pD and output qD. Notice that, so long as K is small, pD is close to pM , the monopoly
price. This suggests that a dominant firm behaves in a way that is similar to that of a
monopolist.

In reality, things are a bit more complicated. Long-distance telecommunications is
not a homogeneous product, or at least is not perceived as such by consumers. In fact,
AT&T’s advantage resulted primarily from a large base of loyal consumers who perceived
AT&T’s service as superior. This caveat notwithstanding, the preceding model illustrates
the idea that the monopoly model provides a good approximation to the behavior of
dominant firms.

Monopoly and Monopoly Power

Are there any monopolies? In the beginning of the chapter, we suggested the example of
utilities (electricity, telephone, etc.). But most of these have been deregulated (in most
countries), so that it seems more and more difficult to find an example of a pure monopoly.
Or is it?

Consider the case of Apple Computer. Apple is the sole manufacturer of the
Apple MacIntosh line of personal computers.d That is, Apple is the monopoly supplier

d For a while, Apple allowed

other firms to manufacture the

MacIntosh—or “Mac clones”—but

this is no longer the case.

of the MacIntosh PC. But calling Apple a monopolist would be an artifact of a very
contrived market definition. It would probably make more sense to talk about the market
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for personal computers, in which case a host of Windows-based computers should be
included, leaving Apple with a modest 10% or so market share.

Simplistic as it might be, this example illustrates the point that defining monopoly
based on a market share calculation is bound to lead to problems of market definition.
Different market definitions lead to potentially very different market shares. But why
should we attach so much importance to market share when assessing a monopoly?
Consider the two graphs in figure 5.1. In both cases, we have, by assumption, a monopoly,
that is, a firm with a 100% market share. However, the degree of monopoly power, defined
as the ability to sell at a price substantially above cost, is much lower in the right-hand-
side case, the case when demand is more elastic. The general point is that:

The degree of monopoly power is inversely related to the demand elasticity faced
by the firm.

This definition of monopoly power seems more sensible than the one based on
market share. For instance, suppose that the firm on the left-hand side of figure 5.1
commands a market share of 90%, whereas the one on the right-hand side is a pure
monopoly (100% market share). Even though, in terms of market share, the firm on the
right is more of a monopoly, in terms of monopoly power the firm on the left seems more
of a monopoly.

The demand elasticity depends on many factors—some static, some dynamic. This
makes it difficult to judge the extent of monopoly power in actual situations. Take for
example, Microsoft in the market for operating systems. In terms of market share, there
is no question that Microsoft is a near-monopolist (a dominant firm). But does it truly
have monopoly power? Box 5.1 addresses this question in greater detail.

Public policy reflects, to some extent, the distinction between monopoly market
share and monopoly power. In Europe, Article 86 of the Treaty of Rome states that a
dominant position—presumably a reference to a large market share—is not illegal per
se; that is, it is not illegal in and of itself. Rather, what violates the Treaty of Rome is
the abuse of that dominant position—presumably a reference to monopoly power. In
practice, however, things are a bit more complicated and it is not clear what “abuse
of dominant position” actually means. For example, in the Sacem case, French discos
argued that they were overcharged by Sacem, which controls music copyrights. However,
the EU Court of Justice decided that, as Sacem’s charges were similar to those of similar
firms with similar market shares in other countries, there was no evidence of abuse of
dominant position. In the United States, merger policy is moving in a direction that
follows the distinction between monopoly market shares and monopoly power, as the
Staples case illustrates. In September 1996, Staples and Office Depot announced their
intention to merge their office-supplies superstore chains, a proposal that was challenged
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Box 5.1 Microsoft: Monopoly and Monopoly Power
51

The legal battle between Microsoft and the U.S. Justice Department is an interesting
instance of the concepts of monopoly and monopoly power. There is little doubt
that Microsoft holds a position of near-monopoly in the market for operating
systems. The Windows operating system is used in about 80% of the world’s
personal computers. Hewlett-Packard’s operations manager claims that “absolutely
there is no choice” when it comes to selecting an operating system for its Pavillon
computers. The world depends on Windows.

Yet, Microsoft claims it “cannot charge a monopoly price because it faces
competition from rival operating systems, potential entrants, its own installed
base, and pirated software.” In other words, Microsoft has a (near) monopoly
market share but virtually no monopoly power, it claims. Richard Schmalensee,
one of Microsoft’s main witnesses in the recent antitrust case, calculates that an
unchallenged-monopoly profit-maximizing price would fall in the $900 to $2000
range. Because Microsoft is a profit-maximizing concern and charges substantially
less than that, the argument goes, it follows that Microsoft has no monopoly power.

Microsoft’s distinction between monopoly market share and monopoly
power in operating systems is based, among other things, on the idea that soft-
ware is a durable good. Unlike breakfast cereals and gasoline, consumers don’t
need to buy a new operating system every week. If Microsoft were to set a high
price for Windows 98, PC users would simply carry on with Windows 95, delay-
ing the upgrade until prices came down to more reasonable levels. In other words,
Microsoft’s monopoly power is curtailed by its own installed base and its inability
to commit to not setting a low price. (This issue is discussed in greater detail in
chapter 10.)

However, it seems difficult to deny that Microsoft has used its monopoly
power in operating systems to extend its dominant position to other areas of busi-
ness. Alleged anticompetitive practices include exclusionary agreements with PC
makers and online service and content providers. For example, in 1997, Microsoft
forced an agreement on Intuit Inc. that prohibited the financial-software maker from
promoting Netscape’s browser. This sort of agreement, together with the policy of
bundling Windows with Microsoft’s Internet Explorer, has eroded Netscape’s mar-
ket share in the browser market to an extent that would probably not have been
reached if Microsoft didn’t control the operating systems market.
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by the Federal Trade Commission (FTC). Much of the preliminary discussion seemed to
mimic previous merger cases: Staples argued that the relevant market definition is that
of stores that sell office supplies, in which case the combined market share of Staples
and Office Depot would be very low. The FTC in turn argued that the relevant market
definition is that of office-supplies superstores, in which case the combined market
share of Staples and Office Depot would be greater than 70%. However, what eventually
clinched the decision to block the merger was the econometric evidence that prices would
be substantially greater in areas where the merger would increase the concentration of
superstores ownership. Generally, there is a move toward giving greater importance to
the impact of mergers on prices (market power) than to the impact of mergers on market
shares.e

e Further discussion on merger

policy may be found in chapter 15.

5.2 REGULATION
52

It is well known that monopoly pricing implies allocative inefficiency. The price set by
a monopolist is greater than marginal cost. Or, to put it differently, the output set by a
monopolist is lower than the optimal output: An increase in output would increase social
welfare, for the marginal willingness to pay (price) would be greater than the marginal
cost.

Competition is a way of achieving the efficiency lost in monopoly pricing (as we
will see in greater detail in the next chapters). However, if fixed costs are large—or, more
generally, if scale economies are very significant—then competition may not be a viable
alternative. An extreme situation is given by a natural monopoly, the case when the cost
structure is such that costs are minimized with one supplier only. In these cases, direct
regulation of the monopolist (or dominant firm) may be the optimal solution.

Let us start by considering the simplest case of monopoly regulation. There is a
firm with a cost function given by C = F + cq, where F is the fixed (capital) cost and c
marginal cost (for simplicity, we assume marginal cost to be constant). Absent regulation,
the monopolist sets price at the monopoly level, pM , as shown in figure 5.3. Because the
social optimum would be to set price at marginal cost, monopoly price implies that
output is lower than optimum and that allocative efficiency is lower than optimum by
the area E . As for the monopolist, it receives a variable profit π = qM (pM − c), so that
net profit is given by π − F .

A first natural solution for a regulator is to force the monopolist to set price equal
to marginal cost: pR = c, where R stands for “regulated.” In this case, output is given by
qR and maximum allocative efficiency is achieved (i.e., the area E is equal to zero). One
problem with marginal cost pricing is that it may imply negative profits for the firm. This
is certainly the case when marginal cost is constant: Variable profit, π , is zero, and total
profit is therefore −F .
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Figure 5.3 Unregulated and Regulated Monopoly.

Clearly, a firm that makes losses of F cannot survive. To solve this problem, the reg-
ulator might give the firm a subsidy of F . However, this would likely create additional
problems. First, to obtain the value F , the regulator may have to raise taxes elsewhere in
the economy. The efficiency loss implied by these taxes, E ′, may be greater than the effi-
ciency loss that marginal cost pricing is supposed to eliminate, E . Second, the possibility
of transfers from the regulator to the regulated firm gives the former more discretion, and
opens the doors for the possibility of regulatory capture. By regulatory capture, we mean
the situation whereby firms invest resources into influencing the regulator’s decisions,
to the point that the latter reflect the objective of profit maximization more than that of
welfare maximization. In fact, even if the regulator is not actually influenced, the use of
resources attempting to do so is socially wasteful.f

f See also the discussion on rent

seeking presented in chapter 1.

Given the problems of marginal cost pricing, an interesting alternative is that
of average cost pricing. Under this regime, the firm is forced to set the lowest price
consistent with making non-negative profits, that is, price is equal to average cost. This
situation is depicted in figure 5.4, where pA = AC(qA) and qA = D(pA). As can be seen,
this solution is intermediate between those of marginal cost pricing and unregulated
monopolist. In the United States, the mechanism that in the past has mostly been used
for regulating utilities is that of rate-of-return regulation. This is a mechanism whereby
prices are set so as to allow the firm a fair rate of return on the capital it invests. Roughly
speaking, this corresponds to average cost pricing.g

g If there is only one output and

capital is the only input, then this

is exactly the same mechanism as

average cost pricing.
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Figure 5.4 Average Cost Regulation.

One major problem with rate-of-return regulation is that it gives the firm very few
incentives for cost reduction. In fact, lowering cost implies that the allowed price will be
accordingly lowered, leaving the firm with the same rate of return. In practice, there is a
gap between the time when the firm reduces its cost and the time when the new regulated
prices take effect—what might be called a regulatory lag—and this may provide the firm
with some transitory gains. But the mechanism of rate-of-return is fundamentally flawed
when it comes to incentives for cost reduction.

In the terminology of regulation theory, we say that rate-of-return regulation is
a low-power incentive mechanism: Price varies in the same exact measure as cost, a
fact that minimizes the incentives for cost reduction. At the other extreme, we have
the most high-power incentive mechanism: This is the mechanism whereby price is set
beforehand and does not change at all, even if cost changes. Roughly speaking, this is
the essence of the price cap regulation mechanism. This mechanism provides maximum
incentives for cost reduction: A one-dollar saving in costs implies a one-dollar increase
in profits.53

Or does it? Imagine that the regulator sets a price, or a price path, for a period of
five years. During that period, the firm invests heavily in cost reduction. By the end of
the five-year period, the firm’s cost is, say, one half of what it was initially. It is difficult
to imagine how the regulator can ignore the extent of this cost reduction at the time of
setting the price cap for the new five-year period. In fact, the greater the cost reduction
achieved by the regulated firm during the first five-year period, the lower the price cap
set for the second five-year period.
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Following this line of argument, a somewhat extreme appraisal of price-cap regu-
lation is to view it as rate-of-return regulation with a long regulatory lag (five years in the
preceding example). The discussion is then focused on the length of the period that the
regulator commits to a price-cap (or a price path). Ten years would seem like a reasonable
period, sufficient to make price cap regulation substantially different from rate-of-return
regulation. But the experience of several countries—including Great Britain, where the
mechanism was first implemented—suggests that revisions of the price cap normally oc-
cur at smaller intervals. This in turn casts some doubt about the effectiveness of price-cap
regulation as an incentive scheme.

Another problem with price-cap regulation is that it creates few incentives for the
provision of product or service quality, an aspect we have ignored until now. Unable
to increase price, the regulated firm may have an incentive to reduce quality, thereby
effectively increasing price “per unit of quality.”

Finally, implementing price-cap regulation raises the problem of determining the
price cap. A high price cap implies the allocative inefficiency of a price greater than
marginal cost (in addition to a transfer from consumers to the regulated monopolist). A
low price cap may not be sustainable, as the regulated firm suffers losses. More generally,
a high-power incentive scheme—of which price-cap regulation is an extreme—implies
a high degree of risk for the regulated firm. In this sense, rate-of-return regulation is a
better mechanism: The risk for the regulated firm is minimal. In summary:

A high-power regulation mechanism provides strong incentives for cost reduction
but few incentives for quality provision. In addition, it implies a high degree of
risk for the regulated firm and requires strong commitment on the regulator’s part.

5.3 ESSENTIAL FACILITIES AND ACCESS PRICING

Competition is the best way of recovering the allocative inefficiency lost in monopoly
pricing. Regulation, in turn, is the best alternative when, because of natural monopoly
conditions, competition is not feasible. The question is then when and to what extent
we are in a natural monopoly situation.

The classification of many industries as natural monopolies has come into ques-
tion. Take, for example, electricity. It is generally agreed that the basic network for the
transmission of electric power is a natural monopoly—the costs of having two parallel
networks would be much too high. However, there is little evidence of natural monop-
oly at the stage of generation of electric power. Gas and railways are also examples of
industries in which only one part is subject to natural monopoly (the gas transportation
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network and the railway track network, respectively). Still another example is given by
telecommunications, where the natural monopoly would be the local network.h

h The latter example is open to

debate, however. Some argue that

not even the local network is a

natural monopoly.

Suppose that competition is allowed in the parts of those industries where natural
monopoly is not an issue (electricity generation, long-distance telecommunications, and
so on). The problem that typically arises is that these parts cannot exist independently
from the part that is a natural monopoly: An electricity generator needs the distribution
network to sell its power; a long-distance carrier needs to place its calls through the
local network; and so forth. Specifically, what we have is a monopolist (e.g., the local
telecommunications operator) selling services to firms in the competitive segment (e.g.,
long-distance telecommunications) who in turn sell to the final consumer. In these cases,
we say that the monopolist is an upstream bottleneck and that the monopolist’s assets
or output is an essential facility. Seen from this perspective, the list of examples goes
beyond that of public utilities (as considered in the preceding discussion). An airport,
for example, is an essential input for transportation services into a certain city. Although
there may be many competing airlines (downstream firms), there is frequently only one
airport in each city, the owner of which is the upstream firm. In summary, essential
facilties are a fairly common situation.

The regulation of essential facilities shares the same problems as those of monopoly
regulation, which we addressed in the previous section. Moreover, it is frequently the
case that the owner of an upstream essential facility also competes downstream. For
example, France Telecom owns the essential facility (local network) and competes in
the market for long-distance telecommunications. This type of situation raises a number
of additional issues.

One possible concern is that the upstream firm may use its monopoly power to
extend it downstream, thus creating monopoly power at the lower level as well. For
one reason or another, the upstream firm may be unable to extract from the downstream
competitors all of the monopoly rents in the value chain. By foreclosing its downstream
competitors from the market, the upstream firm is able to recapture its maximum mo-
nopoly profits.

From a social welfare point of view, foreclosure would seem to decrease consumer
welfare (and total welfare): Consumers pay a higher price and have less product variety to
choose from. One way of avoiding this is to force the upstream firm to divest its interests
in the downstream market. For example, AT&T was broken up in 1984, resulting in
a long-distance carrier (the new AT&T) and a series of regional telecom operators (the
“baby bells”). Competition was opened in the downstream markets (long-distance), while
monopoly was preserved in the upstream, (local) markets.i

i The 1996 Telecommunications

Act allows for the possibility of

local operators entering into long-

distance telecommunications as

well.

However, as we saw in chapter 3, there may be important efficiency gains from
vertical integration. For example, if the U.S. government had barred the merger between
GM and Fisher Body, it is likely that the industry would have become much less efficient,
on account of the difficulty to contract for investments in specific assets. As in many other
instances of industrial organization, we have a trade-off between efficiency and market
power.
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Box 5.2 A Tale of Two Market Deregulations
54

France and Germany provide an interesting contrast of the path toward telecommu-
nications deregulation. Both countries started from a similar initial situation, with
a large, state-owned operator controlling virtually all of the country’s telecommu-
nications. Both countries allowed new competitors to enter the market at about the
same time. Beyond this, the differences are more significant than the similarities.

One of the most important steps in the deregulation process is the “intercon-
nection decision,” that is, determining the amount of money a competitor has to
pay to use the incumbent’s local network. In France, a distinction was made be-
tween new competitors that built their own networks and those that didn’t: The
latter were required to pay a higher access fee. No such distinction was made in
Germany. This gave bare-bones resellers an advantage in Germany, at least during
the first year. In fact, these firms did not have to make significant investments and
nevertheless were able to access the Telekom network at the same price as other
new entrants.

The treatment of new competitors in Germany is more favorable in several
respects. For example, German customers wishing to try a new long-distance carrier
can do so by simply dialing the access code and then the desired number. They
are billed in a single Deutsche Telekom statement, and the corresponding amount
is transferred to the new competitor. No such “call-by-call” option is available in
France.

The most significant difference between Germany and France is, however, the
level of the access fees. Before the interconnection decision was made in Germany,
Deutsche Telekom asked for a fee of 6.5 pfennig per minute. Competitors pushed
for a one-pfennig rate. The German regulator followed an unexpected route: It took
the average of the access fee in 10 countries and came up with the value of 2.7
pfennigs. That this value was unexpectedly low is proved by the fact Deutsche
Telekom’s stock dropped by 7.7% in a single day and by a further 6% a few days
later. After one year of competition, 51 new rivals entered the market to steal about
one third of Deutsche Telekom’s long-distance business. During the same period,
France Telecom lost a mere 3% market share.

Deutsche Telekom’s CEO claims his competitors are nothing but “arbitragers”
who simply use the low access fees to piggyback on Telekom’s network. In fact,
few carriers invested in their own network during the first year after deregulation.
In December 1998, the German regulator reacted to this problem by allowing
Deutsche Telekom to charge higher access fees to resellers who don’t build their
own network, a distinction the French regulator made from the start.
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Box 5.2 (continued)

The importance of the interconnection decision shows in the numbers.
Whereas Deutsche Telekom’s stock had its ups and downs, France Telecom’s shares
soared 103% during the first year of full competition. In contrast, long-distance
charges in Germany have fallen by nearly 90% in one year, and local competition
exists in more than one dozen cities. Rates in Germany have gone from among the
highest in the world to among the lowest in the world. Rates in France have also
dropped, but by much less than in Germany.

A regulatory alternative to divestiture consists of allowing the upstream firm to
compete downstream but preventing it from discriminating against downstream com-
petitors. In most European countries, this was the chosen solution in the case of telecom-
munications.j One of the central aspects of this alternative is the regulation of the access

j Box 5.2 looks at the cases of France

and Germany.

price, the price paid by downstream firms for access to the essential facility.
The Efficient Component Pricing Rule (ECPR) has been proposed as a means to

achieve this end.55 It states that the wholesale price offered to an independent down-
stream firm cannot be higher than the difference between p, the final price set by the
integrated firm, and the marginal cost of the integrated firm at the downstream stage.

To motivate these ideas, suppose there is a telecommunications company T , which
is integrated with a mobile phone provider M1, and a second (independent) mobile phone
provider, M2. Each mobile phone company has a marginal cost ci, i = 1, 2. Suppose the
integrated firm sets final price p1 (the wholesale price is irrelevant here; it would simply
be a transfer price). The ECPR states that the maximum wholesale price that firm T&M1

can charge M2 is given by w2 = p1 − c1. The idea is that, at this wholesale price, M2’s
margin is

p2 − (c2 + w2) = (p2 − p1) + (c1 − c2).

(Notice that M2’s marginal cost now includes two components: the direct marginal cost
c2 and the wholesale price w2.)

From the preceding equation, we conclude that, if M2 were to set a competitive
price with respect to the rival, say, p2 = p1, then it would receive a positive margin if
and only if c2 < c1. This is the idea of the ECPR: It allows the independent downstream
firms to survive if and only if they are competitive with respect to the vertically integrated
firm. The point is that, if the ECPR is applied, then production efficiency is maximized.

However, it is far from clear that the ECPR will have any definite benefit. Suppose
that mobile phone operators are equally efficient, that is, c1 = c2. It can be seen that
T&M1’s optimal price is p1 = pM , the monopoly price. Consistent with the ECPR, the
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access price would then be set at w2 = pM − c1. At this wholesale price, the best the
downstream firm can do is to sell at pM for a margin of zero. Whichever amount M2 sells,
the manufacturer receives full monopoly profits, and consumers pay monopoly prices.
In other words, although the ECPR implies productive efficiency, it has no bite with
respect to price levels. In fact, prices are set at the same level as those in an unrestricted
monopoly.k

k To avoid this problem, some

authors have proposed a solution

whereby the upstream firm is

subject to a price-index cap. The

price index includes both the final

price set by the integrated firm

and the access price charged to

downstream competitors. This

implies that, if the integrated firm

wants to increase the final price,

it has to decrease the access price,

and vice versa.56

Despite these limitations, the ECPR is popular among regulators. In March of 1999,
Deutsche Telekom was barred from launching a low-cost online service unless it were
also to lower its access fee. Says the president of the regulatory authority: “To prevent
discrimination (in pricing), the unbundled-access charge would have to be lowered.”57

Otherwise, online service competitors such as AOL Europe would be at a disadvantage as
they don’t have any way of accessing customers other than through Deutsche Telekom’s
local loop. Broadly speaking, this decision reflects the spirit of the ECPR.

The most clear example of application of the ECPR rule is, however, given by New
Zealand. The Telecom Corporation of New Zealand (TCNZ) is the main telecommunica-
tions operator. In particular, it holds the monopoly over the local network. In the early
1990s, rival operator Clear Communications challenged TCNZ in Court, arguing that the
latter’s access charges were predatory, that is, were unfairly forcing Clear Communica-
tions out of the industry. Clear Communications argued that Telecom ought to charge an
access price in line with the actual cost of providing access. Telecom in turn wished to
apply the ECPR rule, which, as seen earlier, may imply an access fee substantially higher
than the cost of providing access. Ultimately, the case was decided in London, where the
Lords of the Judicial Committee of the Privy Council upheld Telecom’s view.58

Summary

. The degree of monopoly power is inversely related to the demand elasticity faced by
the firm.

. A high-power regulation mechanism provides strong incentives for cost reduction but
few incentives for quality provision. In addition, it implies a high degree of risk for
the regulated firm and requires strong commitment on the regulator’s part.

Key Concepts

. monopoly

. elasticity rule
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. residual demand

. monopoly power

. natural monopoly

. regulation and regulatory capture

. low-powered and high-powered regulation mechanisms

. rate-of-return regulation and price-cap regulation

. essential facility

. access pricing

Review and Practice Exercises

5.1 “The degree of monopoly power is limited by the elasticity of demand.” Com-
ment.

5.2 A firm sells one million units at a price of $100 each. The firm’s marginal cost
is constant at $40, and its average cost (at the output level of one million units) is $90.
The firm estimates that its elasticity of demand is constant at 2.0. Should the firm raise
price, lower price, or leave price unchanged? Explain.59

5.3 One study estimates the long-run demand elasticity of AT&T in the period 1988–
1991 to be around 10.60 Assuming the estimate is correct, what does this imply in terms
of AT&T’s market power?

5.4 Sprint offers long-distance telephone service to residential customers at a price
of 8¢ per minute. At this price, Sprint sells 200 million minutes of calling per day.
Sprint believes that its marginal cost per minute of calling is 5¢. So, Sprint’s residential
long-distance telephone service business is contributing $6 million per day toward
overhead/fixed costs.

Based on a statistical study of calling patterns, Sprint estimates that it faces a
constant elasticity of demand for long-distance calling by residential customers of 2.0.

a. Based on this information, should Sprint raise, lower, or leave unchanged its price?

b. How much additional contribution to overhead, if any, can Sprint obtain by optimally
adjusting its price?61
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5.5 After spending 10 years and $1.5 billion, you have finally gotten Food and
Drug Administration (FDA) approval to sell your new patented wonder drug, which
reduces the aches and pains associated with aging joints. You will market this drug under
the brand name of Ageless. Market research indicates that the elasticity of demand for
Ageless is 1.25 (at all points on the demand curve). You estimate the marginal cost of
manufacturing and selling one additional dose of Ageless is $1.

a. What is the profit-maximizing price per dose of Ageless?

b. Would you expect the elasticity of demand you face for Ageless to rise or fall when
your patent expires?62

5.6 Is the Windows operating system an essential facility? What about the Intel
Pentium microprocessor? To what extent does the discussion in section 5.3 on essential
facilities (vertical integration, access pricing) apply to the preceding examples?



C H A P T E R 6

Perfect (and Almost Perfect)

Competition

In chapter 5, we looked at the extreme cases of monopoly and dominant firm, the cases
when one firm controls 100%—or nearly 100%—of the market. In this chapter, we
consider the opposite case: perfect competition and near-perfect competition. Chapter 5
shows that there are very few examples of pure monopolies. Still, the monopoly model
provides a useful approximation to industries that are close to monopolies. In this
chapter, we find something similar: Although examples of pure competition are rare, the
model of perfect competition provides a good approximation to the behavior of many
real-world industries.

We begin the chapter by reviewing the assumptions and the results of the perfect
competition model. In section 6.2, we present a series of stylized facts, which suggest
that perfect competition may not be such a good approximation after all. This observation
suggests an extension of the model into a framework of competitive selection, an exten-
sion that is presented in section 6.3. This framework assumes that different firms have
different efficiency levels and that each firm gradually learns about its own efficiency.
An alternative change to the model of perfect competition is to introduce product het-
erogeneity. This leads to the model of monopolistic competition, which is presented in
section 6.4.

6.1 PERFECT COMPETITION

The model of perfect competition is based on five central assumptions. First, the assump-
tion of atomicity, namely that there are many suppliers in the market: Each supplier is so
small that its actions have no significant impact on other suppliers. Second, the assump-
tion of product homogeneity, namely that the product supplied by the different firms is
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the same. Third, the assumption of perfect information, namely that all agents (firms,
consumers) know the prices set by all firms. Fourth, the assumption of equal access,
namely that all firms have access to all production technologies. Finally, the assumption
of free entry, namely that any firm may enter or exit the market as it wishes.

Similarly to the case of monopoly, we assume that each firm’s objective is to
maximize profits, which implies that marginal revenue equals marginal cost. However,
in a perfectly competitive market, marginal revenue is equal to price, so the optimal rule
becomes

p = MC .

The equality MR = p under perfect competition is an approximate one. If the firm sets a
price above that of the other firms, then it sells nothing. If, on the other hand, the firm
sets a price below the other firms’, then it receives all of the market demand, which, in
comparison to its capacity, is a large quantity. That is, at the price level set by the other
firms, demand goes from zero to “infinity”: Market demand, at the scale of each firm’s
capacity, is like infinity. We represent this by assuming that the demand faced by each
firm is horizontal and that each firm is a price taker.

The model of perfect competition shows that competition is a good thing. Specif-
ically, the equilibrium under perfect competition is efficient, in two senses. First, each
firm sets the efficient output level, that is, the output level such that price equals mar-
ginal cost: A lower output level would be less efficient, for willingness to pay would be
greater than cost; conversely, a higher output level would also be inefficient, for willing-
ness to pay would be lower than cost. Second, the set of firms active in the long run is
efficient: Because of free entry, firms produce a long-run output such that price equals
the minimum average cost. A higher or a lower number of firms would imply a greater
level of total cost for the same output level.

Notice that the efficiency concept that we refer to is one of static efficiency (even
though we talk about a “long-run” equilibrium). In particular, perfect competition leads
to maximum efficiency given the existing technology . However, the model is silent about
the implications of competition for technical progress. This is a problem that we address
in chapter 16. For now, we simply note:

Perfect competition implies maximum efficiency in a static sense, that is, for a
given set of available technologies.

Although one can find examples that come close to the model of perfect competition, no
real-world industry can aptly be described as perfectly competitive. At best, the model
of perfect competition provides an approximation to the behavior of those industries. In
section 6.2, we present a series of stylized facts that suggest the model of perfect compe-
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tition may not always be a good approximation. We then present two extensions of the
basic model that account for the observed stylized facts. The model of competitive selec-
tion (section 6.3) addresses the issue of entry. The model of monopolistic competition
(section 6.4) addresses the issue of product differentiation.

6.2 FROM THEORY TO STYLIZED FACTS

What does the model of perfect competition have to say about entry, exit, and firm
size? The long-run equilibrium under perfect competition is a limit point that industries
converge to by means of successive entry and exit. If active firms make positive profits,
then new firms are attracted to the industry. If, on the contrary, active firms make losses,
then some of those firms exit. Finally, in the long-run equilibrium, price equals the
minimum of the long-run average cost. Because technology (i.e., the cost function) is
the same for all firms (because of the equal access assumption), each firm receives zero
supranormal profits and there is neither entry nor exit.

Concerning the size distribution of firms, the perfect competition model is either
rather extreme or extremely scant: Assuming plant-level cost functions are U-shaped,
all plants must be of the same size in the long run (i.e., there is only one output level
that minimizes average cost). If the managerial costs of owning more than one plant are
positive, then each firm owns one plant only and all firms are of the same size. If, on the
contrary, managerial costs are zero, then there exists a virtually uncountable number of
possible industry configurations, all of which are consistent with the model.a

a In fact, there may be economies

of scale in multi-plant firms—for

example, large-scale purchasing

discounts—that counteract in-

creased managerial costs. But this

would take us back to a U-shaped

cost curve and the prediction that

all firms have the same number of

plants.63

The empirical evidence from various industries with “many” small firms is, how-
ever, widely at odds with the above view of industry dynamics. First, in any given period
and industry, entry and exit take place simultaneously. Second, many firms earn supra-
normal rates of profit even in the long run. Third, the size distribution of firms displays
a number of regularities and is not concentrated on a single size. In the remainder of this
section, we present data on these and related stylized facts.

Profits in the Long Run

Empirical evidence suggests that profit rates are persistent in the long run, contrary to the
implication of perfect competition. In particular, one author examined profit rates for a
sample of 600 U.S. firms from 1950 to 1972. He classified firms in groups of 100 according
to average profits in the period from 1950 to 1952 and computed average profit rates in
the whole 23-year period for each of the groups. The hypothesis that profits converge
to the competitive level in the long run would imply that inter group differences are
insignificant on average. However, the data reject that any pair of averages is equal. In
other words, average differences in profitability across the groups persist even after 23
years.64
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Table 6.1 Annual Gross Entry and Exit Rates (%).
65

Country Gross Entry Gross Exit Time Period Data∗

Belgium/Man 5.8 6.3 80–84 130/3/E/E

Belgium/Serv 13.0 12.2 80–84 79/3/E/E

Canada 4.0 4.8 71–79 167/4/E/S

FRG 3.8 4.6 83–85 183/4/F/S

Korea 3.3 5.7 76–81 62/4,5/F/S

Norway 8.2 8.7 80–85 80/4/F/S

Portugal 12.3 9.5 83–86 234/5/E/E

United Kingdom 6.5 5.1 74–79 114/4/F/S

United States 7.7 7.0 63–82 387/4/F/S

* Number of industries/aggregation level (no. digit industries)/Firm or Establishment level/

Employment or Sales data.

Entry and Exit Rates

The perfect competition model predicts that, in any given period, there will be either
entry into an industry (active firms are earning supranormal profit rates), or exit from
that industry (active firms are earning infranormal profit rates). The empirical evidence
suggests that, in any given period and industry, entry and exit take place at the same time,
with the gross entry and exit rates being much higher (typically one order of magnitude
higher) than the net entry rate.b

b By “one order of magnitude

higher,” we mean with one extra

digit, that is, about ten times

greater.

Table 6.1 presents data from several countries. For example, in Norway in the pe-
riod from 1980 to 1985, the average gross entry rate for a 4-digit industry was 8.2%,
whereas the average exit rate was 8.7%.c The difference, 8.2 − 8.7 = −.5%, an approx-

c Industries are classified in groups,

subgroups, subsubgroups, and so

forth. For each subdivision, one

digit is added to the classification.

So, a five-digit classification is

more detailed than a four-digit one.

imation of the average net entry rate, is one order of magnitude lower than either the
gross entry or the gross exit rate.

Size, Growth, and Survival

Empirical evidence suggests that the average size of entrants and exiters is much smaller
than industry average size. From a sample of eight countries, one obtains values between
6.7% (U.S.) and 44.9% (U.K.) for entrants. That is, the average entrant’s size in the United
States is 6.7%, the average incumbent’s size. For exiters, the rates vary between 6.9%
(U.S.) and 61.2% (U.K.).66

Several empirical studies indicate that expected growth rates are decreasing in size
and in age. In other words, it is mainly small, young firms that grow fast. The same occurs
with respect to survival rates: It is mainly young and small firms that exit (note that the
second fact is consistent with the evidence presented in the preceding paragraph).
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Figure 6.1 Firm Size Distribution, Where Size Is Measured by Number of Employees.
67

Firm Size Distribution

The model of perfect competition implies that all firms are of the same size (assuming
U-shaped cost curves) or that almost any size distribution is consistent with the model
(assuming constant returns to scale). The data however exhibit significant regularities
in the firm-size distribution. The histograms in figure 6.1, for example, display the
distribution of manufacturing firm size for selected countries.d Although these countries

d Each bar on a histogram gives

the frequency with which a given

firm size occurs. For example, the

first bar in the histogram for France

indicates that most firms in France

have fewer than 10 employees: The

area of the first bar is greater than

the total area of the remaining bars.

are very different in total size, the distributions look remarkably similar. Similar results
are obtained with sectoral distributions.

6.3 COMPETITIVE SELECTION
68

To explain the stylized facts described in the previous section, we need to relax some of
the assumptions of the model of perfect competition. We maintain the assumptions that
(1) firms are price takers; (2) the product is homogeneous; (3) information about prices
is perfect. However, in contrast with the perfect competition model, suppose that (4)
firms must pay a sunk cost in order to enter; and (5) not all firms have access to the same
technology.

Specifically, suppose that different firms have different degrees of efficiency , which
in turn correspond to different cost functions: More efficient firms have a lower marginal
cost schedule. These differences may result from a variety of factors. For example, some
managers are more efficient in organizing resources than others (more on this later).

Suppose moreover that each firm is uncertain about its own efficiency. When a firm
first enters an industry, it has only a vague idea of what its efficiency is. As times goes by,
and based on each period’s experience, the firm gradually forms a more precise estimate
of its true efficiency. In each period, the firm chooses optimal output based on its current
expectation of efficiency—basically, the output level such that price is equal to expected
marginal cost.

Given the preceding elements, we conclude that firms that get a series of bad
signals (high production costs) gradually become “pessimistic” about their efficiency
level, gradually decrease their output, and, eventually, may decide to exit the industry
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(as variable profit does not compensate for the fixed cost). By contrast, firms that receive
a series of good signals (low production costs) remain active and gradually increase their
output.

This model of competitive selection is consistent with several of the stylized facts
described in the previous section. First, the model implies that different firms earn
different profit rates, even in the long run although, arguably, this is a bit of a tautology,
for we assumed that different firms have different cost functions. Second, the model is
consistent with the stylized fact of simultaneous entry and exit in the same industry .
Firms that accumulate a series of unfavorable productivity signals hold an unfavorable
estimate of their own efficiency. As a result, their expected value from remaining active
is negative, which in turn leads them to exit. New entrants have no information regarding
their efficiency. Their expected efficiency is therefore much better than that of exiting
firms: No news is better than bad news. This justifies that their expected value from
being active is positive, in fact, greater than the entry cost. In summary, it is possible for
a firm with no information about its efficiency to enter while a firm with unfavorable
information about efficiency exits.

Efficient firms are firms with a low marginal cost function. Because firms equate
price with (expected) marginal cost, it follows that more efficient firms sell a higher
output. Together with the previous results, this implies that exiters (the active firms
with lowest expected efficiency) are also the firms with lower output. By selection, the
firms that remain active have an efficiency that is higher than average. In particular, it
is higher than that of the average entrant. It follows that entrants’ output is lower than
the average output of surviving firms. In this way, the model is also consistent with the
stylized fact that firms that enter and firms that exit are smaller than average.

Heterogeneity of, and uncertainty about, firm efficiency reconciles the competitive
model with empirical observation regarding (a) simultaneous entry and exit; (b)
relative size of entrants/exiters vis-à-vis incumbents.

Finally, the competitive selection model is also consistent with the empirical
observation that the firm size distribution is neither single-valued nor indeterminate,
as the perfect competition model would imply. In fact, a given population distribution
of efficiency levels implies a particular distribution of firm sizes.

At this point, it may be worth pointing out that the competitive selection model
does not depend on firms being asymmetric with respect to costs. We could alternatively
assume that some firms make products that are better than others. Consider, for example,
the laser industry. Most new firms in this industry are spin-offs from existing firms.
Typically, a scientist/engineer from one firm leaves it to form his or her own firm. This
industry is an interesting example because (1) it illustrates a source of variation across
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firms (scientific know how); and (2) it suggests that differences across firms need not be
limited to cost differences.

However, it must be admitted that the above characterization of the firm size distri-
bution is, to a great extent, tautological: The distribution of efficiency levels is assumed
rather than derived; a more satisfactory model would also explain the distribution of
efficiency levels.e

e One possibility is to assume

that firms invest in R&D and that

efficiency levels result from these

R&D investments.69

A completely different approach

to understanding the firm size

distribution is to consider a model

of dynamic stochastic growth

wherein different growth rates

result in a distribution of firm

sizes. Suppose, for example, that

there is a set of laser machine

manufacturers and that, in

each period, a new machine is

demanded in the market. Suppose,

moreover, that each of the existing

firms receives each new order with

equal probability. It can be shown

that a process of this sort implies a

distribution of firm size, in fact, one

that approximates the empirically

observed distribution fairly well.

We return to this sort of model in

chapter 14.

Competitive Selection and Efficiency

For all its differences with respect to perfect competition, competitive selection main-
tains one important property—efficiency. First, notice that each firm’s output decision
in each period is efficient: Price equal to expected marginal cost is the most efficient
output decision, that is, the one that maximizes total surplus. Moreover, it can be shown
that the firm’s entry and exit decisions are also optimal from a social point of view. The
basic idea is the same as in the model of perfect competition: A very small firm has a
negligible impact on other firms and on price. It follows that it internalizes all of the costs
and benefits from entering or exiting the industry: What is good for the firm is good for
society.

It might seem inefficient to have firms entering and exiting the industry simulta-
neously. But we must remember that firms are uncertain about their efficiency. The only
way to determine a firm’s efficiency is to actually enter the industry. A central planner
who attempted to maximize total surplus would not be able to do better than the market.

The equilibrium under competitive selection is efficient.

6.4 MONOPOLISTIC COMPETITION

One of the criticisms frequently addressed to the model of perfect competition is that
it is based on the assumption of product homogeneity, that is, the assumption that
all firms produce the same identical product. There are many industries comprising
a large number of firms (as in the perfect competition model) whose products are not
exactly identical. Examples of this include small restaurants and shampoo. Both of
these examples feature a large number of sellers: Witness, for example, the number
of different shampoo brands typically displayed on a supermarket shelf. Moreover, the
technology for making shampoo or serving meals is fairly well known and accessible.
These observations would suggest perfect competition as the relevant model. However,
different restaurants serve different types and quality of food, and likewise not all
shampoos are equal. This is where the model of perfect competition fails.
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Figure 6.2 Short-Run Equilibrium under Monopolistic Competition.

To account for this type of industry, E. Chamberlin proposed the model of monop-
olistic competition as an alternative reference point with respect to the model of perfect
competition.70

The monopolistic competition model assumes that there is a large number of firms,
so that the impact of each firm upon its rivals is negligible (as in the perfect competition
model). However, because of product differentiation, the demand curve faced by each
firm is not horizontal, that is, each firm is a price maker, not a price taker. Finally, as in
perfect competition, we assume that there is free entry and free access to all available
technologies. In summary, the monopolistic competition model maintains all of the
assumptions of perfect competition except that of product homogeneity .

One of the main learning points of the monopolistic competition model is that
abandoning the assumption of product homogeneity implies abandoning some of the
results of the perfect competition model, while maintaining others. This is illustrated in
figures 6.2 and 6.3. Let us first consider the short-run equilibrium, that is, the equilibrium
when the number of firms is given. In figure 6.2, d is the demand curve for a typical firm
and MR the corresponding marginal revenue curve;f AC is the average cost curve and MC

f We use lowercase d to indicate

that this is the demand curve

faced by each firm, not the market

demand curve.

the corresponding marginal cost curve. A profit-maximizing firm will choose an output
level such that marginal revenue equals marginal cost, that is, an output of qSR.

At the short-run output level in figure 6.2, the price received by each firm, pSR, is
greater than average cost, AC(qSR). This is a feature of the particular short-run equilibrium
we are considering, that is, there could be a different short-run equilibrium for which
price would be lower than average cost; it all depends on the number of firms in the
market in the short run.

Whichever is the case, so long as price is different from average cost, the short-run
equilibrium is not a long-run equilibrium. If p > AC(qSR), as in figure 6.2, then outside
firms are willing to enter the market. In fact, all firms have access to the same technology,
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Figure 6.3 Long-Run Equilibrium under Monopolistic Competition.

and each firm is so small that its impact upon other firms is negligible. This implies
that a potential entrant expects profits of approximately the same amount as those of the
typical incumbent, that is, π = (

pSR − AC(qSR)
)

qSR. If, on the contrary, p < AC(qSR), then
incumbent firms earn negative profits and would do better by exiting the market.

The long-run equilibrium is then the situation in which (1) firms maximize profits,
so that marginal revenue equals marginal cost; and (2) firms make zero profits (that is,
price equals average cost), so that no active firm wishes to become inactive or vice versa.
Figure 6.3 depicts such an equilibrium.

Comparing this with the long-run equilibrium of the perfect competition model, we
notice one important similarity and one important difference. Common to both models
is the feature that, because of free entry, profits are zero in the long run. However,
this zero-profit equilibrium implies that price equals the minimum average cost in the
perfect competition model, whereas under monopolistic competition, price is greater
than the minimum average cost. To put it differently, price equals marginal cost under
perfect competition, whereas price is greater than marginal cost under monopolistic
competition.

Under free entry, the propositions “price is greater than the minimum of average
cost” and “price is greater than marginal cost” are equivalent (see Exercise 6.3). However,
they imply two different (though related) sources of allocative inefficiency. The fact that
price is greater than the minimum of average cost implies that, by reallocating production
across firms, it is possible to reduce total industry cost. Specifically, each firm produces
too small an output under monopolistic competition (see figure 6.3): Total costs would be
lower if there were fewer firms producing a higher output. The fact that price is greater
than marginal cost implies that, by increasing output, total surplus increases: At the
margin, what consumers are willing to pay (price) is greater than what firms have to pay
(marginal cost).
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Under perfect competition, we have both zero profits (price equal to average
cost) and efficiency (price equal to marginal cost). This coincidence has led many to
equate zero profits with efficiency. The monopolistic competition model shows that
such equivalence is, in general, unwarranted. Zero profits are the result of free entry.g

g To be more precise, zero profits

result from free entry and equal

access to the best available

technologies. The case when

the first condition holds but not

the second was addressed in

section 6.3.

The models of both perfect competition and monopolistic competition are based on the
assumption of free entry, and therefore result in zero profits. Productive efficiency obtains
when production costs are minimized. Such minimization takes place under perfect
competition (because firms are price takers), but not under monopolistic competition
(where firms are price makers). In summary:

Equilibrium profits under monopolistic competition are zero, but firms do not
produce at the minimum of their average cost.

It follows that zero profits do not necessarily imply efficiency .
The monopolistic competition model also shows that perfect competition is best

thought of as an approximation. It is true that very few industries, if any, satisfy the
extreme assumptions of the perfect competition model, in particular the assumption
of product homogeneity. However, if the product is approximately homogeneous, then
outcomes are approximately like those of perfect competition. In fact, as the degree
of product differentiation decreases, the residual demand faced by each firm becomes
flatter and flatter, and the point at which price equals average cost (long-run equilibrium)
becomes closer and closer to the point where price equals marginal cost (efficiency).

Finally, notice that allocative inefficiency under monopolistic competition (price
greater than marginal cost and the minimum of average cost) does not necessarily imply
overall inefficiency; one must also consider the benefits from product variety. If each
firm were to produce at the level q such that average cost is minimum, and if price
were to equal average cost (and marginal cost), then the number of active firms would
be lower than under the long-run monopolistic competition equilibrium. But, assuming
that consumers value variety (which is consistent with the assumption that individual
demands are downward sloping), then such a move would imply a loss of consumer
utility. This loss of product variety must be weighed against the gain in terms of produc-
tion costs when determining the efficiency of the long-run equilibrium. More on this in
chapter 14.

6.5 COMING NEXT

Although the models of monopoly and perfect competition correspond to two opposite
extremes in the set of possible market structures, they have several things in common. In
particular, strategic considerations are absent from both models: Under perfect compe-
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tition (or competitive selection, or monopolistic competition), firms are, by assumption,
small, so that the impact of their actions upon rivals is negligible; under monopoly, there
is only one large firm, so that, again, strategic considerations are absent.

This leaves out a whole variety of intermediate market structures wherein there is
more than one “large” firm. Under these circumstances, strategic considerations play an
important role: When choosing its actions, a firm must account for the impact that such
actions will have upon rivals, and how rivals will likely react to the firm’s actions. The
firm must also try to guess what its rivals’ actions are going to be, for such actions will
have an impact on its profits.

The next few chapters are devoted to the analysis of competition under oligopoly,
the situation in which there are several large firms competing with each other. We
begin by looking at the basic theory of oligopoly (chapter 7), which is then extended
to consider dynamic elements (chapter 8), product differentiation (chapter 12), entry
and exit (chapter 14), and research and development (chapter 16), among others.

Table 6.2 lists the main assumptions of oligopoly as well as those of each of the mod-
els surveyed in this and the previous chapters. In addition to the extremes of monopoly
and perfect competition, we also looked at “neighboring” models to perfect competition,
models that are obtained by changing one of the assumptions. One of the main points
in this chapter is that changing the assumptions regarding product differentiation, free
access, or competitive entry does not change significantly the performance of the perfect
competition models. As the next few chapters show, strategic behavior changes things
much more radically. In this sense, we can divide industry structures, and models of
industry behavior, into three categories: (1) highly concentrated industries (monopo-
lies or industries with a dominant firm); (2) oligopolies; and (3) competitive industries
(with or without product differentiation; with or without free access to the best available
technologies). The separation between lines in table 6.2 highlights this division.

Table 6.2 Summary of Main Models of Market Competition.

Strategic Homogeneous Free Equal
Model Behavior Product Entry Access

Monopoly No Yes No No

Oligopoly Yes Yes/No No/Yes Yes/No

Competitive Selection No Yes Yes No

Monopolistic Competition No No Yes Yes

Perfect Competition No Yes Yes Yes

Equal access refers to equal access by all firms to the best available technology (i.e., symmetric

cost functions). Yes/No entries result from differences between basic version and more elaborated

versions of the model.
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Summary

. Perfect competition implies maximum efficiency in a static sense, that is, for a given
set of available technologies.

. Heterogeneity of, and uncertainty about, firm efficiency reconciles the competitive
model with empirical observation regarding (1) simultaneous entry and exit; and (2)
relative size of entrants/exiters vis-à-vis incumbents.

. Equilibrium profits under monopolistic competition are zero, but firms do not produce
at the minimum of average cost.

Key Concepts

. perfect competition

. atomicity

. product homogeneity

. perfect information

. equal access

. free entry

. price-taking behavior

. competitive selection

. monopolistic competition

Review and Practice Exercises

6.1 The technology of book publishing is characterized by a high fixed cost (type-
setting the book) and a very low marginal cost (printing). Prices are set at much higher
levels than marginal cost. However, book publishing yields a normal rate of return. Are
these facts consistent with profit maximizing behavior by publishers? Which model do
you think best describes this industry?
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6.2 The market for laundry detergent is monopolistically competitive. Each firm
owns one brand, and each brand has effectively differentiated itself so that is has some
market power (i.e., faces a downward sloping demand curve). Still, no brand earns
economic profits because entry causes the demand for each brand to shift in until the
seller can just break even. All firms have identical cost functions, which are U-shaped.

Suppose that the government does a study on detergents and finds out they are
all alike. The public is notified of these findings and suddenly drops allegiance to any
brand. What happens to price when this product that was brand-differentiated becomes
a commodity? What happens to total sales? What happens to the number of firms in the
market?71

6.3∗∗ Show that, in a long-run equilibrium with free entry and equal access to the
best available technologies, the comparison of price to the minimum of average cost and
the comparison of price to marginal cost are equivalent tests of allocative efficiency. In
other words, price is greater than the minimum of average costs if and only if price is
greater than marginal cost.

Show, by example, that the same is not true in general.
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Oligopoly Competition

In part two of this book, we have looked at the extreme market structures of monopoly and
perfect competition. Although these are useful points of reference, empirical observation
suggests that most real-world markets are somewhere between the extremes. Normally,
we find industries with a few (more than one) firms, but less than the “very large number”
usually assumed by the model of perfect competition. The situation in which there are
a few competitors is designated by oligopoly (duopoly if the number is two).

One thing the extremes of monopoly and perfect competition have in common is
that each firm does not have to worry about its rivals’ reactions. In the case of monopoly,
this is trivial as there are no rivals. In the case of perfect competition, the idea is that
each firm is so small that its actions have no significant impact on rivals. Not so in the
case of oligopoly. Consider the following news article excerpt:

In a strategic shift in the United States and Canada, Coca-Cola Co. is . . . gearing up to
raise the prices it charges its customers for soft drinks by about 5% . . . The price changes
could help boost Coke’s profit . . .

Important to the success of Coke and its bottlers is how Pepsi-Cola . . . responds.
The No. 2 soft-drink company could well sacrifice some margins to pick up market share
on Coke, some analysts said.72

As this example suggests, by contrast with the extremes of monopoly and perfect
competition, an important characteristic of oligopolies is the strategic interdependence
between competitors: An action by Firm 1, say, Coke, is likely to influence Firm 2’s
profits, say, Pepsi, and vice versa. For this reason, Coke’s decision process should take
into account what it expects Pepsi to do, specifically, how Coke expects its decisions
to impact on Pepsi’s profits and, consequently, how it expects Pepsi to react. Part three
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of this book is dedicated to the formal analysis of oligopoly competition. We begin in
this chapter with some simple models that characterize the process of interdependent
strategic decision making under oligopoly: the Bertrand model and the Cournot model.

7.1 THE BERTRAND MODEL

Pricing is probably the most basic strategy that firms must decide on. The demand
received by each firm depends on the price it sets. Moreover, when the number of
firms is small, demand also depends on the prices set by rival firms. It is precisely
this interdependence between rivals’ decisions that differentiates duopoly competition
(and more generally oligopoly competition) from the extremes of monopoly and perfect
competition. When Compaq, for example, decides which prices to set for its PCs, the
company has to make some conjecture regarding the prices set by rival Dell. Based on
this conjecture it must determine the optimal price, taking into account how demand for
the Compaq PC depends on both the Compaq price and the Dell price.a

a Moreover, in a dynamic setting,

Compaq must also take into

account that current price choices

will likely influence the rival’s

future price choices. This we will

see in chapter 8.

To analyze the interdependence of pricing decisions, we begin with the simplest
model of duopoly competition, the Bertrand model.73 The model consists of two firms
in a market for a homogeneous product and the assumption that firms simultaneously
set their prices. We will also assume that both firms have the same marginal cost, MC ,
that marginal cost is constant, and that the demand is linear.b

b The Bertrand model is more

general than the simplified version

presented here, but the main ideas

are the same.

Because the duopolists’ products are perfect substitutes (the product is homoge-
neous), whichever firm sets the lowest price gets all of the demand. Specifically, if pi,
the price set by firm i, is lower than pj , the price set by firm j, then firm i’s demand is
given by D(pi) (the market demand), whereas firm j’s demand is zero. If both firms set the
same price, pi = pj = p, then each firm receives one half of the market demand, 1

2 D(p).
What is each firm’s best strategy in this context? As suggested previously, Firm 1’s

optimal price depends on what it conjectures Firm 2 will choose, and vice versa. Suppose
that Firm 1 expects Firm 2 to price above monopoly price. Then Firm 1’s optimal strategy
is to price at the monopoly level. In fact, by doing so, Firm 1 gets all of the demand and
receives monopoly profits (the maximum possible profits). If Firm 1 expects Firm 2 to
price below monopoly price but above marginal cost, then Firm 1’s optimal strategy is to
set a price just below that of Firm 2.c Pricing above would lead to zero demand and zero

c What does “just below” mean?

If p1 could be any real number,

then “just below” would not be

well defined: There exists no real

number “just below” another real

number. In practice, prices have to

be set on a finite grid (in cents of the

dollar, for example), in which case

“just below” would mean one cent

less. This points to an important

assumption of the Bertrand model:

Firm 1 will steal all of Firm 2’s

demand even if its price is only

one cent lower than the rival’s.

profits. Pricing below gives firm i all of the market demand, but with lower profits, the
lower the price is. Finally, if Firm 1 expects Firm 2 to price below marginal cost, then
Firm 1’s optimal choice is to price higher than Firm 2, say, at marginal cost level.

The preceding set of optimal prices defines Firm 1’s best response with respect to
Firm 2’s choice. More generally, firm i’s best response (also known as reaction function)
is a function p∗

i (pj) that gives, for each price by firm j, firm i’s optimal price.
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Figure 7.1 Bertrand Model: Firm 1’s Reaction Curve.

Figure 7.1 depicts Firm 1’s reaction curve, p∗
1(p2), in a graph with each firm’s

strategy on each axis. Consistent with the above derivation, for values of p2 less than
MC , Firm 1 chooses p1 = MC . For values of p2 greater than MC but lower than pM , Firm
1 chooses p1 just below p2. Finally, for values of p2 greater than monopoly price, pM ,
Firm 1 chooses p1 = pM .

Because Firm 2 has the same marginal cost as Firm 1, its reaction curve is identical
to that of Firm 1, that is, symmetrical with respect to the 45◦ line. Figure 7.2 depicts Firm
2’s reaction curve, p∗

2(p1), in addition to that of Firm 1.
A Nash equilibrium is a pair of strategies—a pair of prices, in this case—such that

no firm can increase profits by unilaterally changing price. In terms of figure 7.2, this is
given by the intersection of the reaction curves, point N . In fact, this is the point at which
p1 = p∗

1(p2) (because the point is on Firm 1’s reaction curve) and p2 = p∗
2(p1) (because the

point is on Firm 2’s reaction curve). As can be seen from figure 7.2, point N corresponds
to both firms setting a price equal to marginal cost, MC .

Another way of deriving the same conclusion is to think about a possible equilib-
rium price p′ greater than marginal cost. If both firms were to set that price, each would
earn 1

2 D(p′)(p′ − MC). However, by setting a slightly smaller price, one of the firms would
be able to almost double its profits to D(p′ − ε)(p′ − ε − MC), where ε is a small num-
ber. This argument holds for any possible candidate equilibrium price p′ greater than
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Figure 7.2 Bertrand Model: Equilibrium.

marginal cost. We thus conclude that the only possible equilibrium price is p = MC . In
summary:

Under price competition with homogeneous product and constant, symmetric
marginal cost (Bertrand competition), firms price at the level of marginal cost.

Notice that this result is valid even with only two competitors (as we have considered
earlier). This is a fairly drastic result. As the number of competitors goes from one to
two, equilibrium price goes from monopoly price to perfect competition price. Two
competitors are sufficient to guarantee perfect competition.

7.2 PRICING WITH CAPACITY CONSTRAINTS

The prediction of the Bertrand model does not seem very realistic. In real-world markets,
an increase in the number of firms (beyond 2) normally implies a decrease in equilibrium
price, whereas the Bertrand model would predict no change in price. Moreover, most
industries with only two competitors seem to make more than zero profits.

In deriving the Bertrand equilibrium, we have seen that a price above marginal cost
cannot be an equilibrium price. At that price, at least one firm would have an incentive to
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undercut the rival and thus capture all of the demand. This is certainly consistent with
the assumptions of the Bertrand model; but is it realistic? A close examination of the
assumptions that underline this feature of the Bertrand model suggests some solutions,
or explanations, for the apparent paradox of the Bertrand model.

1. Product differentiation. The Bertrand model assumes that both firms sell the
same product. If, however, firms sell differentiated products, then duopoly price
competition does not necessarily drive prices down to marginal cost, as in the
Bertrand model. In fact, undercutting the rival does not guarantee a firm total
market demand as in the Bertrand model. The case of product differentiation is
developed in chapter 12.

2. Dynamic competition. The Bertrand model assumes that firms compete in one
period only, that is, price is chosen once and for all. One of the likely consequences
of undercutting a rival’s price is that the latter will retaliate by lowering its price
too, possibly initiating a price war. In that case, undercutting does not guarantee
a firm total market demand, except perhaps in the short run. The possibility of
retaliation is not considered in the Bertrand model because of its static nature. In
the next chapter, we will consider dynamic games and will show that, even when
firms set prices and the product is homogeneous, there exist equilibria wherein
price is strictly greater than marginal cost.

3. Capacity constraints. By undercutting the rival, a Bertrand duopolist receives all
of the market demand. But what good is this if the firm does not have sufficient
capacity to satisfy all of this demand? In other words, one important assumption
of the Bertrand model is that firms have no capacity constraints. In what follows,
we show how capacity constraints can also solve the Bertrand “paradox.”

We maintain the same assumptions as in the previous section: Firms simulta-
neously set prices, marginal cost is constant (zero, for simplicity), and the product is
homogeneous. However, we now additionally assume that each firm is constrained by
its capacity, ki. That is, firm i cannot sell more than ki; if its demand turns out to be
greater than ki, then its sales will be only ki.

Under Bertrand competition, if Firm 2 were to set a price greater than that of
Firm 1, its demand would be zero. The same is not necessarily true if Firm 1 is capacity-
constrained, however. Suppose that p2 > p1 and that D(p1) > k1, that is, Firm 1 is
capacity-constrained. Firm 1’s sales will be given by k1: it will sell as much as it can. Firm
2’s demand, in turn, will be given by D(p2) − k1 (or zero, if this expression is negative).
D(p2) would be Firm 2’s demand if it had no competition. Having a rival price below,
some of that demand will be stolen, specifically, k1. However, if k1 is small enough, a
positive residual demand will remain.d

d This expression for firm i’s

residual demand, D(pi) − kj , is

valid only under the assumption

that the customers served by firm

j are the ones with the greatest

willingness to pay.74
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Figure 7.3 Firm 2’s Optimum.

The situation of price competition (Bertrand competition) with capacity constraints
is illustrated in figure 7.3. D(p) is the demand curve. Two vertical lines represent each
firm’s capacity. In this example, Firm 2 is the one with greater capacity: k2 > k1. The
third vertical line, k1 + k2, represents total industry capacity.

Let P(Q) be the inverse demand curve, that is, the inverse of D(p).e Moreover, let

e D(p), the direct demand curve

(or simply demand curve),

corresponds to taking price as

the independent variable, that is,

quantity as a function of price;

P(Q), the inverse demand curve,

corresponds to taking quantity as

the independent variable, that is,

price as a function of quantity.

P(k1 + k2) be the price level such that, if both firms were to set p = P(k1 + k2), total
demand would be exactly equal to total capacity. This price level is simply derived from
the intersection of the demand curve with the total capacity curve. We will now argue that
the equilibrium of the price-setting game consists of both firms setting pi = P(k1 + k2).
In other words, firms set prices such that total demand equals industry capacity.

Let us consider Firm 2’s optimization problem assuming that Firm 1 sets p1 =
P(k1 + k2). Can Firm 2 do better than setting p2 = p1 = P(k1 + k2)? One alternative
strategy is to set p2 < P(k1 + k2). By undercutting its rival, Firm 2 receives all of the
market demand. However, because Firm 2 is already capacity-constrained when it sets
p2 = P(k1 + k2), setting a lower price does not help: On the contrary, Firm 2 receives
lower profits by setting a lower price (same output sold at a lower price).

What about setting a price higher than P(k1 + k2)? The idea is that, because Firm 1
is capacity-constrained when p1 = P(k1 + k2), Firm 2 will receive positive demand even
if it prices above Firm 1. Figure 7.3 depicts Firm 2’s residual demand, d2, under the
assumption that p2 > p1 and p1 = P(k1 + k2): Firm 2 gets D(p2) minus Firm 1’s output,
k1, so d2 is parallel to D, the difference being k1. The figure also depicts Firm 2’s marginal
revenue curve, r2. As can be seen, marginal revenue is greater than marginal cost (zero)
for every value of output less than Firm 2’s capacity. This implies that setting a higher
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price than P(k1 + k2), which is the same as selling a lower output than q2 = k2, would
imply a lower profit: The revenue loss (the positive marginal revenue) is greater than the
cost saving (the value of marginal cost, which is zero).

A similar argument would hold for Firm 1 as well: Given that p2 = P(k1 + k2), Firm
1’s optimal strategy is to set p1 = P(k1 + k2). We thus conclude that p1 = p2 = P(k1 + k2)

is indeed an equilibrium. Notice that, if capacity levels were high, then the previous
argument would not hold; that is, it might be optimal for a firm to undercut its rival’s
price. However, if capacities are relatively small, then the result obtains that equilibrium
prices are such that total demand equals total capacity .f In summary:

f If capacity costs are sufficiently

high, then firms’ capacity levels

will surely be sufficiently low such

that the previous result holds.

However, it can be shown that,

even if capacity costs were low, the

same would be true.75

If total industry capacity is low in relation to market demand, then equilibrium
prices are greater than marginal cost.

To conclude, notice that the same analysis applies to the case when firms must
decide beforehand how much to produce and then set prices. In this case, each firm’s
sales are equal to the minimum of that firm’s demand and its output. As a result, if total
quantity produced is low relative to total demand, then in equilibrium, firms set prices
such that total demand just clears the total output previously produced. That is, for each
pair of output choices (q1, q2), equilibrium prices are given by p1 = p2 = P(q1 + q2).

7.3 THE COURNOT MODEL

In the previous section we concluded that, if firms’ sales are limited by the output they
produced beforehand, then in equilibrium, firms set prices such that total demand just
clears total output.g This analysis can be taken one step back: What output levels should

g The same applies for the choice

of production capacity. However,

for the purpose of this section,

we focus on the case when firms

choose output level in the first

place.

firms choose in the first place? Suppose that output decisions are made simultaneously
before prices are chosen. Based on this analysis, firms know that, for each pair of output
choices (q1, q2), equilibrium prices will be p1 = p2 = P(q1 + q2). This implies that firm
i’s profit is given by πi = qi

(
P(q1 + q2) − c

)
, assuming, as before, constant marginal

cost, c. The game wherein firms simultaneously choose output levels is known as the
Cournot model.76 Specifically, suppose there are two firms in a market for a homogeneous
product. Firms choose simultaneously the quantity they want to produce. The market
price is then set at the level such that demand equals the total quantity produced by both
firms.

As in section 7.1, our goal is to derive the equilibrium of the model, that is, the
equilibrium of the game played between the two firms. Also as in section 7.1, we do so
in two steps. First, we derive each firm’s optimal choice given its conjecture of what the
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Figure 7.4 Firm 1’s Optimum.

rival does, that is, the firm’s reaction curve. Second, we put the reaction curves together
and find a mutually consistent combination of actions and conjectures.

Suppose that Firm 1 believes Firm 2 is producing a quantity q2. What is Firm 1’s
optimal quantity? The answer is provided by figure 7.4. If Firm 1 decides not to produce
anything, then price is given by P(0 + q2) = P(q2). If Firm 1 instead produces, say, q′

1,
then price is given by P(q′

1 + q2). More generally, for each quantity that Firm 1 might
decide to set, price is given by the curve d1(q2). The curve d1(q2) is called Firm 1’s
residual demand: It gives all possible combinations of Firm 1’s quantity and price for a
given a value of q2.

Having derived Firm 1’s residual demand, the task of finding Firm 1’s optimum
is now similar to finding the optimum under monopoly, which we have already done
in chapter 5. Basically, we must determine the point at which marginal revenue equals
marginal cost. Marginal cost is constant by assumption and equal to c. Marginal revenue
is a curve with twice the slope of d1(q2) and with the same vertical intercept.h The point

h This results from our assumption

that demand is linear. In general,

the marginal revenue curve has the

same intercept as the demand curve

and a higher slope (in absolute

value), not necessarily twice the

slope of the demand curve.

at which the two curves intersect corresponds to quantity q∗
1(q2).

Notice that Firm 1’s optimum, q∗
1(q2), depends on its belief about what Firm 2 is

doing. To find an equilibrium, we are interested in deriving Firm 1’s optimum for other
possible values of q2. Figure 7.5 considers two other possible values of q2. If q2 = 0,
then Firm 1’s residual demand is effectively the market demand: d1(0) ≡ D. The optimal
solution, not surprisingly, is for Firm 1 to choose the monopoly quantity; q∗

1(0) = qM ,
where qM is the monopoly quantity. If Firm 2 were to choose the quantity corresponding
to perfect competition, that is q2 = qC , where qC is such that P(qC) = c, then Firm 1’s
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Figure 7.5 Two Extreme Cases.

Figure 7.6 Firm 1’s Reaction Function.

optimum would be to produce nil: q∗
1(q

C) = 0. In fact, this is the point at which marginal
cost intercepts the marginal revenue corresponding to d1(qC).

It can be shown that, given a linear demand and constant marginal cost, the function
q∗

1(q2) is also linear. Because we have two points, we can draw the entire function q∗
1(q2),

as illustrated in figure 7.6. Notice that the axes are now different from the previous figures.
On the horizontal axis, we continue measuring quantities, specifically, Firm 2’s quantity,
q2. On the vertical axis, we now measure Firm 1’s quantity, q1, not price. The function
q∗

1(q2) is called Firm 1’s reaction function. It gives Firm 1’s optimal choice for each
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possible choice by Firm 2. Or, to look at it from a different perspective: It gives Firm
1’s choice given what it believes Firm 2 is choosing.

Throughout this chapter, in parallel with the graphical derivation of equilibria, we
present the correponding algebraic derivation. Except for some results in the next section,
algebra is not necessary for the derivation of the main results; but it may help, especially
if the reader is familiar with basic algebra and calculus. Let us start with the algebraic
derivation of Firm 1’s reaction function. Suppose that (inverse) demand is given by
P(Q) = a − bQ, whereas cost is given by C(q) = cq, where q is the firm’s output and
Q = q1 + q2 is total output.

Firm 1’s profit is

π1 = Pq1 − C(q1) = (
a − b(q1 + q2)

)
q1 − cq1.

The first-order condition for the maximization of π1 with respect to q1, ∂π1/∂q1 = 0, is

−bq1 + a − b(q1 + q2) − c = 0,

or simply

q1 = a − c
2b

− q2

2
.

Because this gives the optimum q1 for each value of q2, we have just derived the Firm
1’s reaction function, q∗

1(q2):

q∗
1(q2) = a − c

2b
− q2

2
. (7.1)

We are now ready for the last step in our analysis, that of finding the equilibrium.
An equilibrium is a point at which firms choose optimal quantities given what they
conjecture the other firm is doing; and those conjectures are correct. Specifically, an
equilibrium correspond to a pair of values (q1, q2) such that q1 is Firm 1’s optimal
response given q2 and, likewise, q2 is Firm 2’s optimal response given q1. We have
not derived Firm 2’s reaction function. However, given our assumption that both firms
have the same cost function, we conclude that Firm 2’s reaction function, q∗

2(q1), is the
symmetric of Firm 1’s. We can thus proceed to plot the two reaction functions on the
same graph, as in figure 7.7.

The equilibrium point in the Cournot model is then given by the intersection of the
reaction curves, point N . In fact, this is the point at which q1 = q∗

1(q2) (because the point
is on Firm 1’s reaction curve) and q2 = q∗

2(q1) (because the point is on Firm 2’s reaction
curve).i

i The equilibrium concept we

are using here is that of Nash

equilibrium, or Nash–Cournot

equilibrium, thus the notation

N . In general, more than one

equilibrium can exist. However,

when the demand curve is linear

and marginal cost is constant, there

exists only one equilibrium.
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Figure 7.7 Cournot Equilibrium.

We now proceed with our algebraic derivation. In equilibrium, it must be that Firm 1
chooses an output that is optimal given what it expects Firm 2’s output to be. If Firm
1 expects Firm 2 to produce qe

2, then it must be qN
1 = q∗

1(q
e
2). Moreover, in equilibrium

Firm 1’s conjecture regarding Firm 2’s choice should be correct: qe
2 = qN

2 . Together, these
conditions imply that qN

1 = q∗
1(q

N
2 ). The same conditions apply for Firm 2, that is, in

equilibrium it must also be the case that qN
2 = q∗

2(q
N
1 ). An equilibrium is thus defined by

the system of equations

qN
1 = q∗

1(q
N
2 )

qN
2 = q∗

2(q
N
1 ).

Equation (7.1) gives Firm 1’s reaction function. We can thus write the first equation of
the preceding system as

qN
1 = a − c

2b
− qN

2
2

.

Because the two firms are identical (same cost function), the equilibrium will also be
symmetric, that is, qN

1 = qN
2 = qN . We thus have

qN = a − c
2b

− qN

2
.

Solving for qN , this yields

qN = a − c
3b

.
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Monopoly, Duopoly, and Perfect Competition

Duopoly is an intermediate market structure, between monopoly (maximum concen-
tration of market shares) and perfect competition (minimum concentration of market
shares). One would expect equilibrium price and output under duopoly also to lie be-
tween the extremes of monopoly and perfect competition.

This fact can be checked in figure 7.8, which is based on figure 7.7 with a few lines
added. Recall that each firm’s reaction curve intercepts the axes at the values qM and
qC . Therefore, a line with slope −1 intersecting the axes at the farther extremes of the
reaction curves unites all points such that q1 + q2 = qC (see figure 7.8). Likewise, a line
with slope −1 intersecting the axes at the closer extremes of the reaction curves unites
all points such that q1 + q2 = qM (see figure 7.8). We can see that the Cournot equilibrium
point, N , lies between these two lines. This implies that total output under Cournot is
greater than that under monopoly and lower than that under perfect competition.

To summarize, according to the Cournot model:

Duopoly output is greater than monopoly output and lower than perfect compe-
tition output. Likewise, duopoly price is lower than monopoly price and greater
than price under perfect competition.

In chapter 9, we present a generalization of this principle: In an oligopoly with n firms,
equilibrium price is closer to perfect competition the greater n is.

Figure 7.8 Comparing the Cournot Equilibrium with Monopoly and Perfect Competition.
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7.4 BERTRAND VERSUS COURNOT

The two models of duopoly competition presented in the previous sections, though
similar in assumptions, are in stark contrast when it comes to predicted behavior. The
Cournot model predicts that price under duopoly is lower than monopoly price but
greater than that under perfect competition. The Bertrand model, by contrast, predicts
that duopoly competition is sufficient to drive prices down to marginal cost level, that
is, two firms are enough to achieve the perfect competition price level.

This contrast suggests two questions: Which model is more realistic? Why should
we consider more than one model instead of just choosing the “best” one? The answer to
both questions is that industries differ. Some industries are more realistically described
by the Cournot model, some by the Bertrand model.

Specifically, suppose that firms must make capacity (or output) decisions in ad-
dition to pricing decisions. In this context the relative timing of each decision (out-
put/capacity and pricing) is the crucial aspect that selects Cournot or Bertrand as the
right model. As we saw in chapter 4, games with two strategic decisions are best mod-
eled as two-stage games, with the long-run decisions taken in the first stage and the
short-run decisions in the second one. The idea is that the short-run decisions (second
stage) are taken given the values of the long-run decisions (first stage).

Suppose that capacity or output is a long-run decision with respect to prices. In
other words, suppose that it is more difficult to adjust capacity/output than it is to adjust
prices. Then, the “right” model is one wherein firms first set capacity/output and then
prices. From the analysis of the previous sections, we know this corresponds to the
Cournot model.

Suppose, by contrast, that output is a short-run decision with respect to prices,
that is, it is easier to adjust output levels than it is to adjust prices. Then, the “right”
model is one whereby firms set prices first and then output levels. Although we have
not presented the Bertrand model as such, this is essentially what it corresponds to. In
the Bertrand model, firms simultaneously set prices and receive demand based on those
prices. Implicitly assumed in the model is that firms produce an output exactly equal to
the quantity demanded, that is, output is perfectly adjusted to the quantity demanded at
the prices (initially) set by firms.

To summarize:

If capacity and output can be easily adjusted, then the Bertrand model is a better
approximation of duopoly competition. If, by contrast, output and capacity are
difficult to adjust, then the Cournot model is a good approximation of duopoly
competition.
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Most real-world industries seem closer to the case when capacity is difficult to
adjust. In other words, capacity or output decisions are normally the long-run variable,
prices being set in the short run. Examples include wheat, cement, steel, cars, and
computers. Consider, for instance, the video-game industry. In August 1999, Sony cut the
price of its system from $129 to $99. One hour after Sony’s price-change notice, Nintendo
sent out a news release announcing its price cut to match Sony’s.77 Aggressive pricing by
Sony and Nintendo boosted demand for their products. In fact, Nintendo suffered severe
shortages during the 1999 holiday season. These events suggest that, in the context of
video-game systems, prices are easier to adjust than quantities. The Cournot model would
then seem a better approximation to the behavior of the industry.

There are, however, situations where capacities—or at least output levels—are
adjusted more rapidly than prices. Examples include software, insurance, and banking.
A software company, for example, can easily produce additional copies of its software
almost on demand; sometimes, in fact, it will simply ship a copy electronically. In
this sense, the Bertrand model would provide a better approximation than the Cournot
model.j A specific example is provided by encyclopedias.78 Encyclopedia Britannica

j There are, however, other aspects

to be taken into account in an

industry like software: product

differentiation (see chapter 12) and

network externalities (see chapter

17). The same qualification applies

to the video-game industry.

has been, for more than two centuries, a standard reference work. Until recently, the
thirty-two-volume hardback set sold for $1600. In the early 1990s, Microsoft entered the
market with Encarta, which it sold on CD for less than $100. Britannica responded by
issuing its own CD version as well. Recently, both Britannica and Encarta were selling
for $89.99. Although this is still far from the Bertrand equilibrium (price equal to the
cost of the CDs), it is certainly closer to Bertrand than the initial, monopoly-like price of
$1600.

7.5 THE MODELS AT WORK: COMPARATIVE STATICS

What is the use of solving models and deriving equilibria? Models are simplified de-
scriptions of reality, a way of understanding a particular situation. Once we understand
how a given market works, we can use the model to predict how the market will change
as a function of changes in various exogenous conditions, for example, the price of an
input or of a substitute product. This exercise is known in economics as comparative
statics: The meaning of the expression is that we compare two equilibria, with two sets
of exogenous conditions, and predict how a shift in one variable will influence the other
variables. The word “statics” implies that we are not predicting the dynamic path that
takes us from one equilibrium to the other, but rather answering the question, “Once all
of the adjustments have taken place and we are back in equilibrium, what will things
look like?” In this section, we look at some examples of how the Cournot and Bertrand
models can be used to perform comparative statics.



Oligopoly Competition 115

Figure 7.9 Optimal Solution after Increase in Marginal Cost: Two Extreme Cases.

Input Costs and Output Price

Suppose the market for transatlantic flights between London and New York is served by
two firms, American Airlines (AA) and British Airways (BA). Both firms have the same
marginal cost, which can be divided into labor costs (50%) and fuel costs (50%). Suppose
the oil price goes up by $10 a barrel, which in turn shoots up fuel prices by 80%. What
will happen to transatlantic airfares between London and New York?

Suppose AA and BA compete à la Cournot. This assumption might be justified,
in line with the discussion in the previous section, by the fact that firms must decide
beforehand how much capacity (aircraft) to allocate to the market.

An 80% increase in fuel costs implies an 80%×50%=40% increase in marginal
cost because fuel prices are 50% of marginal cost. This increase in marginal cost is
experienced by both firms. What will it imply in terms of equilibrium output prices
(i.e., fares)?

In reviewing the graphical derivation of the Cournot equilibrium, we see that each
firm’s reaction function depends on its marginal cost.k We should thus compute a new

k Firm 1’s reaction function

depends on the rival’s output

but not on the rival’s marginal

cost. In equilibrium, the rival’s

output will depend on its marginal

cost, so that, indirectly , Firm 1’s

output will depend on Firm 2’s

marginal cost. However, when we

talk about the reaction function,

what is important is whether Firm

1’s output depends directly on

Firm 2’s marginal cost, which is

not the case.

reaction curve based on the higher value of marginal cost. In figure 7.9, we compute the
new q∗

1(0) (that is, qM ), and the new value qC such that q∗
1(q

C) = 0, the two extreme points
of the reaction curve. Based on these extreme points, we can draw the new reaction curve.
This is shown in figure 7.10.

An increase in marginal cost implies a downward shift of the reaction curve.
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Figure 7.10 Shift in the Firm 1 Reaction Curve.

Figure 7.11 Cournot Equilibrium after Increase in Marginal Cost (N′′
).

This is an important fact which will reappear in different applications. By sym-
metry, we know that both firms will experience the same shift in their reaction curve.
We thus have everything that is needed to determine the new equilibrium, which is de-
picted in figure 7.11. The new equilibrium point is denoted by N ′′. For comparison, the
previous equilibrium, N ′, is also shown. As expected, each firm’s output as well as total
output are lower in the new equilibrium; it follows that price is greater.
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Let us now solve the problem algebraically. As we saw in section 7.3, the equilibrium
output in a (symmetric) Cournot equilibrium is given by

qN = a − c
3b

.

Total output is therefore

QN = 2
a − c

3b
.

Substituting in the demand function, we obtain equilibrium price:

pN = a − bQN

= a − b2
a − c

3b

= a + 2c
3

.

(7.2)

We thus have

d pN

d c
= 2

3
.

Therefore, if marginal cost (c) increases by 40%, p will increase by 2
3 40% = 26.6%.

Exchange Rate Fluctuations and Market Shares

Consider a duopoly with two different firms from two different countries—for example,
two producers of microchips, one in Japan (Firm 1) and one in the United States (Firm 2).
The market for microchips is in U.S.$ (i.e., all sales are made in U.S.$). However, the costs
of the Japanese firm are paid in Japanese yen. (The American firm’s costs are in U.S.$.)

Suppose that firms compete à la Cournot. In fact, this is one case where the reduced-
form interpretation of the Cournot model seems appropriate: Microchip manufacturers
set production capacities and then set prices (given capacities), the result of the two-stage
game being identical to Cournot competition.

In an initial equilibrium, both firms have the same cost, and the market is divided
equally between the two. One question that comparative statics might help to answer is:
What is the impact on market shares of a 50% devaluation of the yen? Because the market
is in U.S.$, a shift in the exchange rate will change the Japanese firm’s marginal cost in
dollars, while keeping the U.S. firm’s marginal cost constant. Specifically, suppose that
both firms start with marginal cost c. Then the Japanese firm’s marginal cost will change
to c/e as a result of the devaluation, where e is the exchange rate in yen/$.

For example, suppose marginal cost was initially $10 for the U.S. firm and Y1000
for the Japanese firm and that the initial exchange rate was 100 Y/$. This implies that
the Japanese firm’s marginal cost in U.S.$ was 1000/100=$10. A 50% devaluation of the
yen means that $1 is now worth Y150. The Japanese firm’s marginal cost in U.S.$ is now
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Figure 7.12 Shift in the Japanese Firm’s Reaction Curve.

1,000/150 = $6.6. We thus have to compute the new equilibrium wherein one of the firm’s
marginal costs is lower.

In the previous application, we saw that an increase in marginal cost implies a
downward shift in the reaction curve. By analogy, we now deduce that the Japanese
firm’s reaction curve will shift upward as a result of the reduction in its marginal cost (in
U.S.$). Figure 7.12 depicts the new reaction curve (solid line) as well as the initial one
(dashed line).

Because only the Japanese firm’s reaction curve has changed, we are now ready to
determine the shift in the equilibrium. This is shown in figure 7.13, where the Japanese

Figure 7.13 Cournot Equilibrium after Exchange Rate Devaluation.
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firm’s output is measured on the vertical axis and that of the American firm is given on
the horizontal one. As can be seen, the new equilibrium point N ′′ is above the 45◦ line,
that is, the Japanese firm’s output is now greater than that of the American firm. This is
not surprising, as the Japanese firm has decreased its cost (in U.S.$), whereas the U.S.
firm’s cost has remained unchanged.

Total output, QN , can be measured in the vertical axis by drawing a line with slope
−1 through the equilibrium point. As can be seen, total output is greater in the new
equilibrium, N ′′, than in the initial equilibrium, N ′.

The graphical analysis has the limitation that it is difficult to determine the precise value
of market shares. The best strategy is then to solve the model algebraically, which we
do now. The first thing we must do is to determine the Cournot equilibrium for the
asymmetric case. From section 7.3, we have seen that a firm’s reaction function is given by

q∗
1(q2) = a − c

2b
− q2

2
,

where c is marginal cost. Let marginal costs of Firms 1 and 2 now be given by c1 and c2,
respectively. The two reaction functions are then given by

q∗
1(q2) = a − c1

2b
− q2

2

q∗
2(q1) = a − c2

2b
− q1

2
.

Substituting the first equation for q1 in the second and imposing the equilibrium condi-
tion q2 = q∗

2(q1), we get

q2 = a − c2

2b
−

a−c1
2b − q2

2

2
.

Solving for q2, we get

qN
2 = a + c1 − 2c2

3b
.

Likewise,

qN
1 = a − 2c1 + c2

3b
. (7.3)

(The latter expression is obtained by symmetry; all we have to do is to interchange the
subscripts 1 and 2.) Total quantity is given by

QN = qN
1 + qN

2 = 2a − c1 − c2

3b
, (7.4)
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Finally, Firm 1’s market share, s1, is given by

s1 = q1

q1 + q2
= a − 2c1 + c2

2a − c1 − c2
. (7.5)

Calibration

Regarding the right-hand side of this equation, all we know is that, initially, c1 = c2,
whereas, after the devaluation, c1 = c2/e = c2/1.5. To derive the numerical value of s1,
we would have to obtain additional information regarding the initial equilibrium; based
on that information, we must determine the values of a and c. The process of obtaining
values for the model parameters based on information about the equilibrium is known
as calibration.

Suppose, for example, that before devaluation, output price was 13.33 and mar-
ginal cost 10. From the previous application, we know that, in equilibrium,

p = a + 2c
3

.

where c is the initial value of marginal cost. Solving with respect to a, we get

a = 3p − 2c = 3(16.66) − 2(10) = 20.

Because c = 10 is the initial value of marginal cost, after devaluation we have c2 = 10
and c1 = 10/1.5 = 6.66. Substituting these values in (7.5), we get

s1 = 20 − 2 × 10/1.5 + 10
2 × 20 − 10/1.5 − 10

. ≈ 71%.

In summary, a 50% devaluation of the yen increases the Japanese firm’s market share to
71% from an initial 50%.

New Technology and Profits

Consider the industry for some chemical product, a commodity that is supplied by two
firms. Firm 1 uses an old technology and pays a marginal cost of $15. Firm 2 uses a
modern technology and pays a marginal cost of $10. In the current equilibrium, price is
at $16.66 and output at 8.33. How much would Firm 1 be willing to pay for the modern
technology?

Quite simply, the amount that Firm 1 should be willing to pay for the technology is
the difference between its profits with lower marginal cost and its current profits. We thus
have to determine Firm 1’s equilibrium profits in two possible equilibria and compute
the difference. In a way, this problem is the reverse of the one examined before. In the
case of exchange-rate devaluation, we started from a symmetric duopoly and moved to an
asymmetric one. Now, we start from an asymmetric duopoly (Firm 2 has lower marginal
cost) and want to examine the shift to a symmetric duopoly, whereby Firm 1 achieves
the same marginal cost as its rival.
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From (7.4), we know that total output is given by

QN = qN
1 + qN

2 = 2a − c1 − c2

3b
.

Substituting in the demand function, we get

pN = a − bQN = a + c1 + c2

3
. (7.6)

(Notice that, in the particular case when c1 = c2 = c, we get (7.2), the equilibrium price
in the symmetric duopoly case.)

Given the expressions for Firm 1’s output (7.3) and for equilibrium price (7.6), we
can now compute Firm 1’s equilibrium profits:

π1 = pq1 − c1q1

= a + c1 + c2

3
q1 − c1q1

=
(

a + c1 + c2

3
− c

)
q1

=
(

a + c1 + c2

3
− c

)
a + c2 − 2c1

3b
.

= a + c2 − 2c1

3
· a + c2 − 2c1

3b
.

= 1
b

(
a + c2 − 2c1

3

)2

.

Finally, the value that Firm 1 would be willing to pay for the improved technology
would be the difference in the value of the preceding expression with c1 = 15 and c1 = 10.
To determine the precise value, we need, once again, to calibrate the model.

By analogy with what was done in the previous application, we can invert the price
equation (7.6) to obtain

a = 3p − c1 − c2.

Because p = 16.66, c1 = 15, c2 = 10, this implies that a = 3 × 16.66 − 15 − 10 = 25. More-
over, (7.4) can be inverted to obtain

b = 2a − c1 − c2

3Q
.

Because Q = 8.33, it follows that b = (2 × 25 − 15 − 10)/(3 × 8.33) = 1.
Therefore, in the initial equilibrium, Firm 1’s profits are given by

π1 =
(

25 + 10 − 2 × 15
3

)2

=
(

5
3

)2

,
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whereas, with the new technology, profits will be given by

π1 =
(

25 + 10 − 2 × 10
3

)2

=
(

15
3

)2

.

We conclude that Firm 1 should be willing to pay

(
15
3

)2

−
(

5
3

)2

≈ 22.22

for the new technology.

Let us return to the issues from the beginning of this section. Why is it useful to
perform comparative statics? Take, for example, the last application considered earlier.
The question we posed was: How much would Firm 1 (the inefficient firm) be willing to
pay for an innovation that reduces marginal cost to 10 (the efficient firm’s cost level)? Our
analysis produced an answer to this question: Firm 1 would gain 22.22 from adopting
the more efficient technology.

Is it worth going through all the algebraic trouble to get this answer? A simpler
estimate for the gain might be the following: Take Firm 1’s initial output as given and
compute the gain from reducing marginal cost. Because initial output is 1.66, this calcu-
lation would yield the number 1.66(15 − 10) = 8.3. This number greatly underestimates
the true gain. Why? The main reason is that, upon reducing marginal cost, Firm 1 be-
comes much more competitive: Not only does it increase its margin, it also increases its
output.

Let us then consider an alternative simple calculation. Because Firm 1 will have
a marginal cost identical to that of Firm 2, we can estimate the gain by the difference
between Firm 2’s and Firm 1’s initial profits. Firm 2’s output (in the initial equilibrium)
is 6.66, whereas price is given by 16.66; its profit is thus 6.66(16.66 − 10). Firm 1, in
turn, is starting from a profit of 1.66(16.66 − 15). We would thus estimate a gain of
6.66(16.66 − 10) minus 1.66(16.66 − 15), which is approximately 41.6. This time we
are grossly overestimating the true value. Why? The main reason is that, when Firm
1 becomes more aggressive (with a lower marginal cost), Firm 2 reduces its output. In
other words, the main reason why Firm 2 has such a high output (and profit) in the initial
equilibrium is that it faces an inefficient competitor. Moreover, when Firm 1 reduces its
marginal cost, the market becomes more competitive, that is, price goes down, which
increases the estimate error from using the initial equilibrium levels.

The advantage of the equilibrium analysis, that is, comparative statics, is that it
takes into account all of the effects that follow from an exogenous change, such as a
reduction in one firm’s marginal cost. Taking the initial equilibrium values as constant
may lead to gross misestimation of the impact of an exogenous change, especially if the
change is significant in magnitude (as in the example we have considered).
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Naturally, this defense of comparative statics is based on the presumption that the
equilibrium solution is sensible. This section concludes with an additional argument in
favor of the methodology we have been using.

A “Dynamic” Interpretation of the Cournot Equilibrium

It is easy to understand why the Cournot equilibrium is a stable solution: No firm would
have an incentive to choose a different output. In other words, each firm is choosing an
optimal strategy given the strategy chosen by its rival. But, is the Cournot equilibrium a
realistic prediction of what will happen in reality?

The equilibrium concept we have used is that of Nash equilibrium, first introduced
in chapter 4. There, we presented possible justifications for the concept of Nash equilib-
rium. Here, we present an argument, first proposed by Cournot himself, which is similar
to the idea of solution by elimination of dominated strategies.

Although the Cournot model is a static game, let us consider the following dynamic
interpretation. At time one, Firm 1 chooses some output level. Then, at time 2, Firm 2
chooses the optimal output level given Firm 1’s output choice. At time 3, it’s again Firm
1’s turn to choose an optimal output given Firm 2’s current output, and so on. Firm 1
chooses output at odd time periods, and Firm 2 at even time periods.

Figure 7.14 gives an idea of what this dynamic process might look like. We start
from a point in the horizontal axis (Firm 2’s output at time zero). At time 1, we move
vertically toward Firm 1’s reaction curve (Firm 1 is optimizing). At time 2, we move
horizontally to Firm 2’s reaction curve (Firm 2 is optimizing). At time 3, we move again
vertically toward Firm 1’s reaction curve. And so on. As can be seen from the figure, the

Figure 7.14 Convergence to Cournot Equilibrium.
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dynamic process converges to the Cournot equilibrium. In fact, no matter what the initial
situation, we always converge to the Nash equilibrium.

This is reassuring insofar as it provides an additional motivation for the idea of
Cournot equilibrium.l Moreover, it reinforces the idea that static models (like Cournot)

l In fact, the point we are making

here is more generally applicable to

the justification of Nash equilibria

in a certain class of games. The

argument we are using is similar

to elimination of dominated

strategies, a topic we dealt with

in chapter 4.

are useful for comparative statics only. They do not describe the dynamic process that
leads from one equilibrium to another one. Static models give an idea of where the
“system” will converge after all of the interim adjustments have taken place.m

m In fact, the dynamic process

we consider earlier is not very

realistic: At each moment in time,

one of the firms is choosing an

optimal output, assuming that the

rival’s output remains constant,

which in fact does not occur except

in the Nash equilibrium.

Summary

. Under price competition with homogeneous product and constant, symmetric mar-
ginal cost (Bertrand model), firms price at the level of marginal cost.

. If firms set output or capacity levels (Cournot model), then duopoly output is greater
than monopoly output and lower than perfect competition output. Likewise, duopoly
price is lower than monopoly price and greater than price under perfect compe-
tition.

. If capacity and output can be easily adjusted, then the Bertrand model is a better ap-
proximation of duopoly competition. If, by contrast, output and capacity are difficult
to adjust, then the Cournot model is a good approximation of duopoly competition.

Key Concepts

. oligopoly

. duopoly

. best response

. reaction function

. residual demand

. comparative statics

. calibration
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Review and Practice Exercises

7.1 According to Bertrand’s theory, price competition drives firms’ profits down to
zero even if there are only two competitors in the market. Why don’t we observe this in
practice very often?

7.2 Three criticisms are frequently raised against the use of the Cournot oligopoly
model: (1) firms normally choose prices, not quantities; (2) firms don’t normally make
their decisions simultaneously; (3) firms are frequently ignorant of their rivals’ costs; in
fact, they do not use the notion of the Nash equilibrium when making their strategic
decisions.

How would you respond to these criticisms? (Hint: in addition to this chapter, you
may want to refer to chapter 4.)

7.3 Which model (Cournot, Bertrand) would you think provides a better approxi-
mation to each of the following industries: oil refining, internet access, insurance. Why?

7.4∗ Two firms, CS Corporation and jl & Associates, make identical goods, GPX units,
and sell them in the same market. The demand in the market is Q = 1200 − p. Once a firm
has built capacity, it can produce up to its capacity each period with a marginal cost of
MC = 0. Building a unit of capacity costs 2400 (for either CS or jl) and a unit of capacity
lasts four years. The interest rate is zero. Once production occurs each period, the price
in the market adjusts to the level at which all production is sold. (In other words, these
firms engage in quantity competition, not price competition.)

a. If CS knew that jl were going to build 100 units of capacity, how much would CS want
to build? If CS knew that jl were going to build x units of capacity, how much would
CS want to build (that is, what is CS’s best response function in capacity)?

b. If CS and jl each had to decide how much capacity to build without knowing the
other’s capacity decision, what would the one-shot Nash equilibrium be in the amount
of capacity built?79

7.5∗∗ Consider a market for a homogeneous product with demand given by Q =
37.5 − p/4. There are two firms, each with constant marginal cost equal to 40.

a. Determine output and price under a Cournot equilibrium.

b. Compute the efficiency loss as a percentage of the efficiency loss under monopoly.

7.6∗∗ Show analytically that equilibrium price under Cournot is greater than price
under perfect competition but lower than monopoly price.
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Extension Exercise

7.6∗∗ Consider a duopoly for a homogenous product with demand Q = 10 − p/2. Each
firm’s cost function is given by C = 10 + q(q + 1). Determine the values of the Cournot
equilibrium.
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Collusion

In any of the oligopoly structures we have considered so far, total profits, in equilib-
rium, are lower than monopoly profits. This decrease in total profits results from the
externality inherent to the process of imperfect competition: When, for example, a firm
chooses quantity under Cournot competition, it maximizes its own profit, not taking into
account the fact that part of the increase in profits is obtained at the expense of the rival
firm’s profits. It is therefore natural that firms attempt to establish agreements between
themselves with a view toward increasing their market power. In fact, it is, in general,
possible to find alternative solutions such that all firms are better off (normally at the
expense of consumers). This type of behavior is generically designated by collusion.

Cartel agreements, in particular, are an institutional form of collusion. The increase
in oil prices in October 1973, decreed by the OPEC (the oil cartel), is a classic example
of cartel behavior. However, collusive behavior does not need to be based on public
and institutional agreements. Frequently, collusion results from secret agreements, not
least because they are illegal (in Europe, by Article 85 of the Treaty of Rome; in the
United States, by the Sherman Act). A classic example of collusion by secret agreements
is the U.S. electrical goods industry in the 1950s, especially with respect to goods, such
as turbine generators, that were sold through “competitive” bidding. As a result of a
criminal investigation, a number of details of the agreement became known: There was
an elaborate process to determine which firm should be the winner of each tender and
at which price, the prices that the designated bidding losers should set, and so on.80

Finally, collusion may simply result from tacit agreements that are attained for
some historical reason or simply because they are natural focal points. For example, in the
United Kingdom, as of December 1996, a particular Sony TV set model was being sold for
£499.99 by most sellers around Oxford Street (one of them, Harrods, was selling for £500).
This price is significantly higher than marginal cost (as evidenced by the price set by some
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discount sellers). The price of £499.99 may have been reached by agreement between
retailers (possibly with Sony acting as a coordinator between retailers), or simply because
£499.99 is a “natural” discount on a natural “round” number—a focal point.

For the most part of this chapter, we will consider agreements with the objective
of restricting supply (or increasing price). However, collusion may also refer to other
decisions—restricting advertising expenditures, setting the level of service quality (cf
European airlines until recently), or limiting each firm’s territory. A good example of the
latter is the chemical industry cartel in the twenties. According to the agreement—which
was declared illegal around 1930—ICI would concentrate on the United Kingdom and
the Commonwealth countries, German firms in Europe, and DuPont in America.

8.1 REPEATED INTERACTION AND THE STABILITY

OF COLLUSIVE AGREEMENTS

Consider a homogeneous-product duopoly where firms simultaneously set prices and
marginal cost is constant (i.e., no capacity constraints). If firms were to set prices once and
for all, then this industry would correspond to the Bertrand model. From the previous
chapter, we know that the equilibrium in such industry would consist of both firms
setting price equal to marginal cost.

A more realistic model should consider the possibility of firms changing their
prices over time. Specifically, suppose that time is divided into a series of periods
t = 1, 2, . . ., and that, in each period, firms simultaneously set prices. In other words,
suppose that firms play a Bertrand game in each of an infinite series of periods. In the
jargon of game theory, we say that firms play a repeated game. What is the equilibrium
of such a dynamic game? Clearly, one possible equilibrium consists of firms playing
according to the Nash–Bertrand equilibrium in each period, ignoring at each stage what
the previous history of the industry was. In fact, if Firm 1 knows that Firm 2 will set
price equal to marginal cost in every period, regardless of what Firm 1 does, then the
optimal response is to set price equal to marginal cost as well.

There can be other equilibria, however. Suppose that firms play the following grim
strategies.81 In the first period, both firms set price at the monopoly level, pM , and share
monopoly profits equally ( 1

2πM ). In each subsequent period, firms observe the price
history before setting their own prices. If historical prices have all been at the monopoly
level, that is, if both firms have “respected” the collusive agreement, then each firm sets
pM in the current period. Otherwise, they set price at the level of marginal cost. To put
it differently: Firm 1 will set p = pM so long as Firm 2 sets p = pM as well. The moment
Firm 1 observes its rival setting a different price, it “punishes” the deviation by reverting
(forever) to price at the marginal cost level.a

a Note that, because Firm 2 knows

that its deviation implies that Firm

1 reverts to pricing at marginal

cost, Firm 2 also will set price

at marginal cost level following

a deviation by itself. Thus the

designated strategy calls for firms

to revert to pricing at marginal

cost whenever some firm sets price

different from monopoly price in

the past.

To determine whether such strategies form an equilibrium, we must check whether
the firms’ no-deviation constraints are satisfied. If both firms stick to their equilibrium
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strategy, then Firm 1’s expected discounted payoff is given by

1
2

πM + δ
1
2

πM + δ2 1
2

πM + · · · (8.1)

where δ is the discount factor, that is, the value of $1 one period into the future compared
to $1 now. Simplifying (8.1), we get

V = 1
2

πM 1
1 − δ

, (8.2)

where V denotes discounted equilibrium payoff or value.
If Firm 1 deviates by setting p1 �= pM in some period t, then its future payoff is zero

because, by assumption, both firms revert thereafter to pricing at marginal cost. Because
future payoffs are not a function of what the deviation was, but only whether there was
a deviation at all, it follows that the best deviation for Firm 1 is the one that maximizes
short-run profits. The price that maximizes Firm 1’s short-run profits is pM − ε, where ε

is a low number. By slightly undercutting Firm 2’s price, Firm 1 gets all of the demand
and a total profit of approximately πM .b It thus follows that the payoff from the optimal

b The exact value of Firm 1’s payoff

would be smaller than πM , as it

needs to undercut its rival. But

because ε can be arbitrarily small,

we assume that the profit from

deviation is equal to πM .

deviation is

V ′ = πM . (8.3)

(Short-run profits plus zero future profits.) The condition that the proposed strategies
form an equilibrium is that V ≥ V ′. Pulling (8.2) and (8.3) together, we get

1
2

πM 1
1 − δ

≥ πM ,

or simply

δ >
1
2

. (8.4)

As was mentioned before, the discount factor measures how much $1 one period
into the future is worth compared with $1 now. Normally, 0 < δ < 1. There are several
reasons why δ < 1. One is the opportunity cost of time: Given one period of time, an
investor might use $1 to gain $(1 + r) next period, where r is the interest rate per period.
In this sense, we would compute δ as

δ = 1
1 + r

.

In the preceding equation, the relevant rate is the rate corresponding to the period
between successive decisions. Specifically, suppose that r is the annual rate and that the
frequency with which firms change their prices is given by f (times per year). Then, we
would have

δ = 1
1 + r/f

.
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Another important factor to take into account in the computation of δ is the
probability that the payoff in the next period will be received at all. For example, if two
pharmaceutical firms were to collude, they would have to consider the (likely) possibility
that, before the next period, a third firm would discover a superior drug that would
essentially eliminate the market for the two first firms. In other industries (cement, for
example), this probability would be rather low. Specifically, let h be the probability that
the industry will still “exist” one period later. Then, we compute the discount factor as

δ = 1
1 + r/f

h.

The opposite effect of an industry disappearing is for that industry to grow. Suppose
that demand is growing at a rate g. This implies that, everything else constant, profits
are greater in period t + 1 than in period t by a factor 1 + g. One way to represent this
formally is to assume a “constant” profit function but a discount factor such that $1 a
period in the future is worth more than $1 in the current period, by a factor 1 + g, on
account of industry growth. The discount factor would then be

δ = 1
1 + r/f

h (1 + g). (8.5)

Notice that δ is increasing in f , h, and g.
Given this derivation of the value of δ, condition (8.4) can be interpreted as follows:

Collusive pricing is more likely to be an equilibrium the greater the frequency with
which firms interact and the greater the probability of continuation and growth of
the industry.

So, for example, regarding the value of f : Collusion between two service stations that
set gas prices on a daily basis is likely to be easier than collusion between two summer
holiday resorts where rates are set on an annual basis. Regarding the value of h: Collusion
between two pharmaceutical firms in a given therapeutical market where products
become obsolete at a fast rate is likely to be more difficult than collusion in the cement
industry, where most likely the market will remain unchanged in the next period.

Why Don’t Firms Collude More Often?

In chapter 7, we saw that, under the assumptions of Bertrand competition, two firms
are enough for equilibrium prices to be at marginal cost level—the Bertrand paradox. In
this section, we see that, under repeated interaction and for a low enough interest rate
(and no capacity constraints), it may be possible to sustain monopoly prices even if firms
simultaneously set prices.
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In other words, if without repetition we were led to a puzzle (competitive prices
even with only two firms), we now have the opposite puzzle, as it were: The model
predicts that firms can almost always collude to set monopoly prices. Why don’t firms
collude more often in practice? As the preceding analysis suggests, such strategy would
be an equilibrium and would increase firms’ profits. In fact, suppose that the annual
interest rate is 10%, and suppose that firms set prices on a monthly basis. Then it can be
shown that, even if there are hundreds of symmetric Bertrand oligopolists, there exists
an equilibrium such that all firms set monopoly prices in every period! Why doesn’t this
happen more often?

One possible explanation is that antitrust policy is a binding constraint on the
firms’ actions. For one, explicit cartel agreements are illegal. But even tacit collusion
agreements may run into problems with antitrust authorities, as we will see in section 8.4.

A second explanation is suggested by the preceding analysis. The discount factor
that should be used for the purpose of determining the equilibrium conditions includes,
in addition to the value of time, the probability of continuation. Consider an industry
with a high turnover, that is, a high rate of entry and exit. In this context, the probability
that a given firm exits the market in each period is high, and accordingly, its discount
factor is small. This in turn implies that only for unreasonably low values of the interest
rate is it an equilibrium for firms to set monopoly prices. In other words, if a firm expects
to exit the industry with a high probability, its incentives to deviate from a collusive
agreement are also high, for there is little to lose, in terms of expected future profits,
from cheating today.

A third explanation why collusive agreements of the sort presented earlier are
not more common is that they really are not an equilibrium. To be sure, they form a
Nash equilibrium. The point, however, is that such equilibrium is unreasonable and
unrealistic. Suppose that cheating from the monopoly pricing agreement is punished
with an infinite price war, as assumed in the preceding discussion. Suppose that one of
the firms actually cheats and reversion to a price war takes place. One can imagine the
deviating firm would have an incentive to approach its rival and try to convince it that
there are mutual gains from abandoning the price war and reverting to collusive pricing.
But if firms were to agree on this—and it seems reasonable they would—then the threat
of engaging in a price war in the first place would no longer be credible. And cheating
from monopoly pricing might after all be profitable, thus breaking the monopoly pricing
equilibrium.

A fourth reason why collusion may in practice be more difficult than the preceding
model would predict is that not all prices are observed with precision. In a world of
imperfect observability, the possibility of secret price cuts must be taken into account.
And, as we will see in the next section, this possibility makes collusive agreements more
difficult to sustain.

To summarize, few real-world collusive agreements work in exactly the same way
as the model presented earlier. However, the main intuition, namely that each firm’s
decision involves a trade-off between short-run gains and medium- to long-term losses, is
the essence of the problem of cartel stability. Box 8.1 presents the example of the diamond
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Box 8.1 The Diamond Cartel

DeBeers Consolidated Mines Ltd. was established in the 1870s. Since then, the
firm, owned by the Oppenheimer family, has maintained a remarkable control over
the world diamond industry. DeBeers owns all of the diamond mines in South
Africa and has interests in other countries as well. However, in terms of mining,
its share of the world market is relatively small, especially since the discovery of
the Russian mines. The key to DeBeers’s control of the market is the Central Selling
Organization (CSO), its London-based marketing arm.

The CSO serves as an intermediary between the mines and the diamond
cutters and polishers. More than 80% of the world’s diamonds are processed by
the CSO, although only a fraction of these originate from DeBeers mines. CSO
staff classify the diamonds by category (there are literally thousands of types of
diamonds). This is a highly skill-intensive task in which DeBeers has unmatched
expertise. The CSO also regulates the market to achieve price stability, building up
its stocks during periods of low demand and releasing those same stocks during
periods of high demand.

The high margins earned by DeBeers are a constant temptation for mining
companies, who figure the same margins might be earned by selling directly to the
diamond cutters. What stops them from doing so? First, many of the diamond pro-
ducers see the current cartel structure as a benefit to the whole industry. In addition
to stabilizing prices, DeBeers plays the crucial role of advertising diamonds. Both
price stabilization and advertising are “public goods” at the industry level: Every
producer benefits, although only DeBeers pays for it.

A second reason for compliance with DeBeers’s dominance is the fear of
retaliation if they defect from the cartel. In 1981, President Mobutu announced
that Zaire, the world’s largest supplier of industrial diamonds, would no longer
sell diamonds through the CSO. At the same time, contacts were set up with two
Antwerp brokers and one British broker. Two months later, about one million carats
of industrial diamonds flooded the market, and the price fell from $3 to less than
$1.80 per carat. Although the source of this supply surplus is unknown, many
believe the move was DeBeers’s way of showing who’s in control.

For DeBeers, this was a costly operation, but it was a case of “it’s not the
money, it’s the principle.” And the point was made: In 1983, Zaire requested the
renewal of its old contract with DeBeers. In fact, the contract it ended up with was
less favorable than the original one.
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industry. Although this is, in many respects, a peculiar industry, it does illustrate the
main points developed in this section.

8.2 PRICE WARS

By comparison with the models in the previous chapter (Cournot and Bertrand), adding
dynamics brings a fair amount of realism to the analysis of duopoly competition. For
example, zero margins are not the only outcome when there are two price-setting com-
petitors. Even so, the model presented in the previous section is too stylized to explain
observed patterns of several industries. In particular, one common observation is that
industry prices oscillate between high levels (close to the collusive price level described
in the previous section) and low levels (close to the competitive price level described in
the previous chapter). For example, the market for rail shipping, discussed in box 8.2,
seems to exhibit this pattern, as can be seen from the figure inserted within the box. How-
ever, although the model presented in the previous section features the possibility of a
shift in price levels, it predicts that, in equilibrium, prices are always at the monopoly
level. In this section, we consider extensions of that model in an attempt to explain the
observed patterns.

Secret Price Cuts
82

Ready-mixed concrete and ocean shipping are examples of customer markets. These are
industries where each customer is sufficiently large that prices are negotiated on a case-
by-case basis. For this reason, collusive agreements are difficult to monitor: Although
firms may agree on what prices to set, the temptation to secretly cut prices for a particular
customer is large. In fact, what deters firms from cheating on a collusive agreement is
the threat of reversion to a “bad” equilibrium. But if deviations from the prescribed
equilibrium cannot be directly observed, then the deterrence effect is greatly decreased.

Suppose that demand fluctuates and that these fluctuations cannot be perfectly
observed. All that each firm can observe is the price it sets and the demand it receives.
If a firm receives unexpectedly low demand, it is faced with a guessing problem: Its low
demand may result from low overall demand, or it may result from some rival having
undercut prices with respect to the agreement. Should the firm punish its rival when it
receives low demand? Could it not be punishing an innocent firm?

Suppose firm i decides not to punish firm j, on the assumption that its low demand
resulted from a market downturn, not firm j’s cheating. Can this be an equilibrium?
Clearly not. If that were firm i’s strategy, firm j would be better off by secretly cutting
prices and blaming firm i’s low demand on market conditions. Suppose instead that each
time firm i receives low demand it reverts to an infinite price war, on the assumption
that low demand resulted from firm j’s cheating. Such harsh punishment would most
likely suffice to keep firm j from offering secret price cuts. But that is little consolation,
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Box 8.2 Collusion and Price Wars: The Joint Executive Committee,

1880–1886
83

“The Joint Executive Committee (JEC) was a cartel that controlled eastbound freight
shipments from Chicago to the Atlantic seaboard in the 1880s. It was formed in
April 1879 by an agreement of the railroads involved in the market. The firms
involved publicly acknowledged this agreement, as it preceded the passage of the
Sherman Act (1890) and the formation of the Interstate Commerce Commission
(1887),” both of which formally prohibited this kind of agreement (see section 8.4).
“A separate agreement was reached for westbound shipments on the same railroad
lines, primarily because of the essential physical differences of the products being
transported.”

The internal enforcement mechanism adopted by the JEC was a variant of the
trigger price strategy discussed in the first part of section 8.2. “There were several
instances in which the cartel thought that cheating had occurred, cut prices for
a time, and then returned to the collusive price.” The following figure shows the
evolution of price in the period from 1880 to 1886.

“The assumption that a homogeneous good was sold seems to have been ap-
proximately satisfied. . . . Lake steamers and sail ships were the principal source
of competition for the railroads, but at no point did they enter into an agreement
with the JEC. The predictable fluctuations in demand that resulted from the an-
nual opening and closing of the Great Lakes to shipping did not disrupt industry
conduct. Rather, rates adjusted systematically with the lake navigation season.”

Therefore, the conduct of the JEC from 1880 to 1886 is largely consistent
with the model of collusive equilibrium described in the first part of section 8.2,
“as price wars were caused by unpredictable disturbances, rather than by entry or
predictable fluctuations in demand.”
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for, sooner or later, a market downturn would imply low demand for firm i regardless
of firm j’s behavior. The industry would revert into an indefinite price war even if no
cheating on the agreement had occurred.

Finally, consider an intermediate solution: Each time firm i or firm j receives low
demand, both firms move into a price war for T periods, upon which they revert back
to pricing at the collusive level. Let T be sufficiently large such that no firm has an
incentive to undercut the rival. In fact, if the future is sufficiently important for each
firm (i.e., if the interest rate is sufficiently low), then such T will indeed exist. We thus
have an equilibrium with collusion phases alternating with price war phases, just as
empirical observation suggests. Notice that, although price wars occur in equilibrium,
no firm cheats in equilibrium. That is, price wars are a necessary evil of equilibrium
collusion: If firms never engaged in price wars, the incentives for cheating would be too
great for the collusive agreement to be stable.

If price cuts are difficult to observe, then occasional price wars may be necessary
to discipline collusive agreements.

Demand Fluctuations

The previous model is based on the somewhat extreme assumption that demand fluctu-
ations are not observable (nor is the demand received by rival firms). Suppose instead
that demand fluctuates over time but that, during each period, the state of demand is
observed by all firms. If firms collude with each other, how will prices fluctuate with
demand? A collusive equilibrium, as we have seen before, must be such that firms have
no incentive to undercut their rivals’ price. In other words, the difference between future
collusive profits and future profits in case of a price war must be sufficiently large so as
to deter a firm from pursuing the short-term gains of cheating on the collusive agreement.

Suppose that demand shocks are independent across periods. This implies that,
in terms of future demand levels, the future looks the same in every period, regardless
of the current state of demand. Consequently, expected future profits from collusion
(or punishment) are the same regardless of the current state of demand. Current profits,
however, do depend on the current state of demand. In particular, the gains from cheating
on the cartel agreement are greater when demand is higher.c This implies that the

c Recall that, under duopoly

competition with a homogeneous

product and constant marginal

cost, a firm that undercuts its

rival doubles its profit. If demand

is higher, then this gain is also

higher.

constraint that no firm wants to cheat on the collusive agreement is more serious when
demand is high. To achieve an equilibrium, it may be necessary to reduce price during
the periods of high demand. In fact, if price is lower, the gains from cheating are also
lower.d In a number of settings, this may result in an equilibrium where prices are lower in

d The argument is similar to the

one in footnote (c).

periods when demand is higher (price wars during booms). In other words, the preceding
model implies that prices move counter-cyclically. This contrasts with the prediction of
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the first model presented in this section, wherein firms enter into a price war following
a period of low demand.

The stark contrast between the predictions of the two models shows how important
different assumptions can be. In the first model, we assume that demand shocks are not
observable, whereas in the second one we assume that, before choosing prices in each
period, firms observe that period’s demand shock.

Empirical evidence suggests that both sets of assumptions are realistic approxi-
mations to different industries, and that different industries evidence patterns of pro-
or counter-cyclical price movements. Based on yearly data from 1947 to 1981, it can be
shown that the price of cement varies counter-cyclically: A 1% increase in GNP is associ-
ated with a decrease in the relative price of cement between .5 and 1%.84 This evidence
is consistent with the second model. On the other hand, the market for eastbound freight
shipments from Chicago to the Atlantic seaboard, during the period from 1880 to 1886,
provides a good example of the first model and of its empirical prediction.85

Asymmetric Shocks

The two models presented previously, for all of their differences, have one thing in
common: Price wars are an equilibrium phenomenon. In other words, price wars are
necessary to maintain long-term collusion in the industry. However, many price wars
observed in practice fail to fit into this behavior category. Consider, for example, the
airline industry. Industry analysts suggest that the main cause for price wars is the
financial trouble of individual carriers: “Fares are dictated not by the strongest, but by
the financially troubled,” claims the CEO of Alaska Airlines.86

A simple model that would explain behavior of this type must be based on some
form of asymmetry between firms. Suppose, for example, that each firm’s discount factor
starts up by being δ. However, with some probability, a firm’s discount factor may switch
to a lower value, say, δ. A lower value of δ means that the future is less important for
the firm. As was seen in the first section of this chapter, one of the elements that goes
into a firm’s discount factor is the probability that the future will exist. A firm that is in
a difficult situation (financially or otherwise) has a lower discount factor than a firm in
a solid situation. The former attributes a higher probability to exiting the industry.

If the difference between δ and δ is sufficiently high, it may be true that collusion
is possible among “patient” firms (δ = δ) but not among “impatient” firms (δ = δ). Notice
that, in equilibrium, no firm can have an incentive to deviate if a high price is to be
maintained: All firms must therefore have δ = δ. As soon as a firm sees its δ turn from δ

to δ, that firm will deviate and initiate a price war: Although the short-run gains from
deviation remain the same, the long-run (expected) gains from sticking to the collusion
agreement are now much lower.

Price wars need not necessarily be initiated by the weaker firms, however. Consider
the case of the British newspaper industry. In July 1993, Rupert Murdoch reduced the
price of the Times from 45p to 30p. Ten months later, the price was further dropped
to 20p, less than one half the starting level. This aggressive strategy launched the
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entire newspaper quality market into a price war that lasted for longer than 18 months.
Although most newspapers increased circulation (especially the Times), the price war
had a marked negative impact on average industry profitability.

The most likely reason why Murdoch cut the price of the Times in 1993 is that
circulation was deteriorating rapidly, falling below 360,000. By May 1995, circulation
was well above 650,000. At that point, Murdoch sent the signal for putting an end to
the price war. At a press conference, he stated that prices “will probably have to be
corrected” in response to a 30% to 40% increase in newsprint costs, which has “changed
the economics of the industry.”87 Was it the increase in costs, or was it the fact that the
Times had recaptured a more comfortable market share after two years of reduced prices?

Even if this price war reflected the Times’s weak market share in 1993, Murdoch
might not have taken the initiative if his financial position was not as strong as it was. In
fact, an alternative explanation for his strategy is that, by cutting prices, he was simply
attempting to drive rivals out of the market.e In other words, although the airline and the

e This type of strategy is examined

in chapter 15.

newspaper examples share the feature that price wars are unilaterally initiated by one
firm, in the former case it was the weaker firm that got the price war started, and in the
latter, it was the stronger player that cut prices first.

8.3 FACTORS THAT FACILITATE COLLUSION

In section 8.1, we derived some of the conditions that make an industry more prone to
collusive agreements. In particular, we mentioned frequency of interaction and market
growth. Moreover, some of the cases considered—the diamond industry, for example—
suggest that the severity and credibility of punishments also play an important role.
Section 8.2 introduced another important factor, namely the probability of detection of
a deviation from collusive agreements. In this section, we continue the discussion of
factors that may facilitate the formation and maintenance of collusive agreements.

Market Structure and Collusion

In the previous sections, we maintained (for simplicity) the assumption of a symmetric
duopoly. This assumption is unlikely to be satisfied by most real-world examples. Nor-
mally, there are more than two firms with asymmetrically distributed market shares. How
do the number of firms and the distribution of market shares influence the likelihood of
collusive behavior?

One idea is that collusion is more likely in concentrated industries than in frag-
mented ones. First, it is easier to establish a collusive agreement when there are few
competitors than when there are many competitors. In fact, both bargaining theory and
anecdotal evidence suggest that agreements are more difficult to reach the greater the
number of interested parties. Moreover, it is easier to maintain a collusive agreement
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with few competitors. Consider the case of repeated price competition, presented in sec-
tion 8.1 for the case of two firms. If there were n > 2 competitors, profit per firm would
be smaller. However, the profit that a price cutter would gain would still be the same.
Consequently, the temptation to cut prices is relatively greater when there are more com-
petitors, and collusion is more difficult to sustain. This point is further developed in
exercise 8.14.

A second aspect relating to market structure is symmetry between firms. It is
normally easier to maintain collusion among similar firms than among asymmetric ones.f

f The diamond industry is an

important exception to this

rule. Given the peculiar nature

of the product (diamonds),

the leadership of one of the

firms (DeBeers) has played an

essential role in maintaining high

prices, basically by maintaining—

through advertising and stock

management—the perception that

diamonds are scarce (though they

are not).

To understand the reason for this, consider a price-setting duopoly where one firm has
a cost advantage over the other one. For example, Firm 1’s constant marginal cost is c,
whereas Firm 2’s is given by c, which is greater than c but lower than the low-cost firm’s
monopoly price. The efficient collusive agreement is for Firm 1 to set its monopoly price
and for Firm 2 to set a higher price and sell zero. In fact, this is the price and market
share allocation that maximize joint profits. However, such an agreement is clearly not
stable, for Firm 2 would have an incentive to undercut Firm 1 and make some positive
profit in the short run. Note that this is true regardless of the value of the discount factor,
for in the efficient solution, Firm 2 makes zero profits. It follows that no punishment can
detain Firm 2 from deviating, as it has nothing to lose.

An alternative solution might be for both firms to price at the same (high) level.
This would alleviate the problem of Firm 2 wanting to deviate, but it might create a
new problem, namely that Firm 1 may now want to deviate. First, Firm 1’s gains from
deviation are large, for it sells at a large margin. Second, the punishment Firm 2 might
be able to impose on Firm 1 is likely to be smaller: Even if Firm 2 sets price at marginal
cost, Firm 1 can still make positive profits.g

g Strictly speaking, Firm 2 can im-

pose an equally severe punishment

on Firm 1: By setting p2 = c, Firm

2 forces Firm 1 to zero profits. The

problem is that in the process, Firm

2 makes losses, which in many real-

world settings may be difficult to

sustain.

The bromide industry during the turn of the century provides an interesting illus-
tration of this point. Between 1885 and 1914, a period when the industry was dominated
by a cartel, six price wars occurred. Two of these wars took place right after publicly an-
nounced violations of the cartel agreement. Clearly, these were not equilibrium price
wars in the sense explained in the previous section. Rather, they resulted from dis-
agreement among cartel members regarding the distribution of profits. If all firms were
symmetric, then profit distribution would be a simple issue: The natural solution then
is for profits to be equally distributed. If firms are asymmetric, however, then the cartel
is subject to an additional strain, namely agreement on profit distribution.88

Collusion is normally easier to maintain among few and similar firms.

Multimarket Contact
89

Theoretical analysis and empirical evidence suggest that firms that compete with each
other in several markets have a greater propensity to collude, and/or collude to a greater
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Box 8.3 Multimarket Contact between U.S. Airlines
90

In air travel, a market might be defined as the flight connection between two
different cities. In this sense, airlines compete in several markets, and competing
airlines overlap in the markets that they cover. Consider, for example, the top 1000
routes in the United States. Define average contact in each market as the average
number of other markets in which the competing airlines face each other. For
example, consider a particular route, which in 1988, was serviced by American,
Delta, and Northwest. During that year, American and Delta appeared jointly in
527 of the top 1000 routes; American and Northwest were present in 357 routes,
and Delta and Northwest in 323 routes. Average route contact would then be
(527+357+323)/3=402.3.

Econometric evidence shows that this variable, when controlled for a host
of other factors, has a significant positive impact on airfares. This in turn suggests
that airlines use competition in other routes as a means to collude in a given route.
Price cutting in a particular route might lead to a profit increase in the short run.
However, not only would this lead to a price war in that route, it would also lead
to more severe price competition in other routes.

extent. For example, it has been estimated that multimarket contact has a significant
positive impact on airfares (box 8.3).

Why would multimarket contact increase the chances of collusion? Perhaps the
best way to begin addressing this question is to see why multimarket contact might
not improve the chances of collusion. Consider a price-setting homogeneous-product
duopoly where marginal cost is constant and the same for both firms. If firms set prices
at the monopoly level, pM , then each receives 1

2πM , where πM is monopoly profits.
If one of the firms were to set a slightly lower price, then it would receive all of the
monopoly profits, that is, twice as much. The worst price war to punish such deviation
would consist of setting price at marginal cost forever, that is, zero profits. Collusion is
therefore possible if and only if

1
2

πM + δ

1 − δ

1
2

πM ≥ πM ,

or simply δ ≥ 1
2 .

Consider now a case in which firms compete in two identical markets, each of
which is described as in the previous paragraph. What is now the lowest value of the
discount factor such that collusion is stable? The future cost of a deviation is now



140 Part 3 Chapter 8

greater—a price war in both markets. But the benefits from deviation are also greater—
increased profits in both markets. In fact, the new stability condition is(

1
2

πM + 1
2

πM
)

+
(

δ

1 − δ

1
2

πM + δ

1 − δ

1
2

πM
)

≥
(
πM + πM

)
,

which again implies δ ≥ 1
2 . In words, if the different markets are simply a replication

of each other, then multimarket contact seems to have little effect: The potential pun-
ishment from a deviation increases, but so does the benefit, in fact in the exact same
proportion.

Now suppose that each firm has a cost advantage in one of the markets. For example,
Firm 1’s cost in market 1 is c, whereas Firm 2 has a cost of c > c; in Market 2, Firm 2’s
cost is c, whereas Firm 1’s is c. One possible interpretation would be that each firm is
located in a different country and c = c + t, where t is the transportation cost across the
countries.

As was seen in the previous subsection, the efficient collusive agreement in Market
1 is for Firm 1 to set its monopoly price and for Firm 2 to set a higher price and sell zero.
The reverse is true in Market 2. Taken in isolation, such agreements are clearly not stable.
However, if we consider the two markets together, then the situation is quite different.
Firm 1 might be able to convince Firm 2 not to undercut its monopoly price in Market 1
with the threat that it would undercut Firm 2 in its “own” market if that were to happen.
In fact, suppose that the punishment from deviation would be for firms to engage in a
price war whereby price equals the high marginal cost, c.h One can easily show that if

h It can be shown that this

constitutes an equilibrium of the

static price game.

the discount factor is sufficiently high, then firms will be able to collude and set prices
at the monopoly level (see exercise 8.15). Multimarket contact matters.

Collusion is normally easier to maintain when firms compete in more than one
market.

One example that illustrates this kind of reasoning is that of the chemical industry
in the 1920s (discussed in the introduction). According to the collusive agreement—
which was declared illegal around 1930—ICI would concentrate on the United Kingdom,
and the Commonwealth countries, German firms in Europe, and DuPont in America. A
more recent example, discussed in box 8.4, is that of the dog food industry, in which two
segments—dry and moist dog food—were dominated by two different firms.

Institutional Factors

In addition to structural factors such as the number of firms and the number of markets
in which firms interact, there are a number of institutional factors that may particularly
facilitate collusion.i By institutional factors, we mean rules or regulations imposed either

i These measures are also known as

facilitating practices.
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Box 8.4 Multimarket Contact in the Dog Food Industry
91

With dozens of millions of dogs to feed, the pet food industry represents an
important dollar value. In the United States alone, dog food sales exceed $3 billion
a year. There are essentially five segments in the dog food market: dry, moist, snack,
canned, and soft–dry dog food.

In 1986, Quaker Oats, a dominant player in the moist segment, acquired the
financially stressed Anderson Clayton. This was not an entirely peaceful acqui-
sition. In fact, Quaker’s move preempted a bid by Ralston Purina, a competitor of
Quaker’s and a dominant player in the dry dog food segment (49.7% market share).

Quaker sold all of Anderson Clayton’s divisions except Gaines, owner of a
number of brands in different segments. This acquisition strengthened Quaker’s
position in the moist segment, thereby increasing its total market share from 27.9%
to 80.7%. It also increased Quaker’s presence in the dry segment, bringing total
market share to 19.8%.

Responding to Quaker’s move, Ralston Purina acquired Benco Pet Food Inc.,
Quaker’s main rival in the moist market. One industry analyst commented that this
move “was to put Quaker on notice a little bit, to say ‘Hey, we can come at you in
your strong area if you come after us in our strong area’.” Quaker responded by
launching a semi-moist product named Moist ’n Beefy , a clear attack at Ralston’s
(ex Benco’s) Moist & Meaty brand. Ralston Purina, in turn, introduced a dry dog
food called Grrravy , a clear attack on Quaker’s Gravy Train brand.

by the firms or by the government. An important instance of such regulations is given
by most-favored-customer clauses. These clauses bind firms not to offer a discount to a
particular customer without offering the same discount to every other customer within
a specified time. At face value, this seems like a clause that should protect the customer;
in particular, it should protect the customer against paying a higher price than other
customers. However, an important effect of the clause is that it significantly lowers the
incentive for a firm to price aggressively: Although a price cut may allow the firm to
capture market share from its rival, a price cut implies the penalty of refunding previous
customers who were charged a higher price. Finally, because firms have a lower incentive
to cut prices, collusive pricing arrangements are more stable than if no clause is imposed.
In other words, a regulation that at first could be thought of as a protection against high
prices ends up possibly causing high prices. The market for large turbine generators in
the 1960s and 1970s provides an interesting example of this idea (box 8.5).

More recently, the Danish government ordered that all transaction prices for ready-
mixed concrete be made public (box 8.6). Normally, contracts between buyers and sellers
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Box 8.5 The Market for Large Turbine Generators
92

Turbine generators are complicated pieces of machinery used to convert steam into
electrical power. Typical buyers are electrical utilities; the main sellers are General
Electric (GE) and Westinghouse. Large turbine generators are produced to order.
Sellers are chosen either by direct negotiation (typical of investor-owned utilities)
or as the result of sealed bids (typical of government-owned utilities).

As was mentioned earlier, a secret collusive agreement between the main
competitors in the electrical goods industry (including turbine generators) was
discovered and dismantled in the 1950s. As a result of the cartel breakdown, prices
for large turbine generators declined by 50% between 1958 and 1963.

In May 1963, GE announced a new pricing policy for turbine generators. The
policy was based on a price book, which contained objective rules for determining
the price of each turbine generator. GE announced that, from then on, it would sell
at the published prices without exception. Moreover, it instituted a most-favored
customer clause: In the event that GE were to sell for a price lower than the book
price, every customer from the previous six months would be entitled to the same
discount. The credibility of GE’s new policy was strengthened by its decision to hire
an accounting firm to monitor compliance with the pricing rules. Within less than
a year, Westinghouse followed GE’s policy of publishing a price book and offering
a price protection clause. Except for a brief episode of price cutting in 1964, the
prices charged by both companies remained stable and identical until 1975. At this
time, the U.S. Department of Justice decided that the policies followed by GE and
Westinghouse tended to stabilize prices and were thus in violation of antitrust laws
(the Sherman Act, in particular). As a result, it proposed to GE and Westinghouse
a consent decree whereby the latter would abstain from such practices as “offering
a price protection policy” or “revealing to any person . . . a price book or price list
relating to large turbine-generators.”

are kept secret. At first, this regulation seems like a way of protecting the consumer, as it
makes the market more transparent: No secret price arrangements are allowed. However,
as the experience of Denmark showed, market transparency may come at the cost of
higher prices. The idea is that, if prices are made public, then monitoring a collusive
agreement is much easier than when prices are private information. This is consistent
with the analysis in the previous section, wherein we examined a model of collusion
with secret price cuts.
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Box 8.6 Collusion in the Danish Ready-Mixed Concrete Market
93

The structure of the ready-mixed concrete industry in Denmark can roughly be
described as a collection of fairly tight regional oligopolies with a few firms active
in most submarkets and most firms active in only one or two submarkets. Until
1993, list prices were frequently subject to individual, confidential discounts of
considerable amount. This situation led industry observers and competition policy
authorities to suggest that pricing behavior in the industry was far from the perfectly
competitive ideal.

In response, the Danish Competition Council decided, in October 1993, to
gather and regularly publish actual transaction prices set by individual firms in
three regional markets for two particular grades of ready-mixed concrete. Presum-
ably, the purpose of such publications was to improve information on the buyer
side (i.e., among building contractors), whereby seller competition would be stim-
ulated and average transaction prices would fall.

The result of the change in regulation was, however, different from what was
intended. In the Aarhus market, for example, prices evolved as shown in the follow-
ing figure. First, price dispersion between firms decreased dramatically (compare
January ‘94 with November ‘95). Second, the average price level increased signif-
icantly. The data suggest that making all prices public information helped firms
coordinate on a collusive equilibrium. The requirement to publish prices ceased
soon after the period reported following.

Average 10-MPa Concrete Prices in Århus.
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8.4 PUBLIC POLICY

Adam Smith, the founder of Classical Economics, remarked that “People of the same
trade seldom meet together, even for merriment and diversion, but the conversation
ends in a conspiracy against the public, or in some contrivance to raise prices.”94 In
most countries, most of the industry-related public policy (antitrust, competition policy)
is directed precisely toward fighting this tendency for sellers to “conspire” against the
consumer.

The reasons why price fixing should be (and is) illegal are relatively obvious. From
an allocative efficiency point of view, the optimal solution is for firms to set prices at
marginal cost level. Any deviation from this solution implies a loss of total welfare, a
loss that grows at an increasing rate with the difference between price and marginal cost.j

j If demand is linear and marginal

cost constant, the efficiency loss is a

quadratic function of the difference

between price and marginal cost.

Moreover, even if the allocative efficiency loss were not significant, an increase in
price above marginal cost would imply a transfer from buyer to seller, from consumers to
firms as the case might be. In fact, it’s fair to say that this has been the primary motivation
behind public policy against price fixing. Although economists have a tendency to
stress allocative efficiency considerations, with little regard for distributional issues,
policymakers in turn seem more concerned with consumer welfare than with total
welfare; or, at least, they seem to put a greater weight on consumer welfare than on
total welfare. In the case of price fixing, the difference in motivation does not matter a
great deal, for both lead to the same conclusion. The same is not true, however, in other
areas of public policy (see chapter 15).

Price fixing is now illegal in most countries of the world. In Europe, for example,
the prohibition follows from Article 85 of the Treaty of Rome, which states that

The following shall be prohibited . . . : (a) directly or indirectly fix purchase or selling
prices . . . (b) limit or control production . . . (c) share markets or sources of supply . . .

In the United States, price fixing is illegal by virtue of the Sherman Act, which was
passed in 1890:

Section 1. Every contract, combination in the form of trust or otherwise, in restraint of
trade or commerce . . . is declared to be illegal.
Section 2. Every person who shall monopolize, or attempt to monopolize, or combine
or conspire with any other person or persons, to monopolize any part of the trade or
commerce . . . shall be deemed guilty of a felony . . .

In most other countries, similar forms of legislation are in place.
From looking at antitrust legislation in different countries, we conclude there is a

consensus that collusion is illegal. In practice, however, things are quite different. First,
the intensity with which the legislation is enforced varies across countries. Traditionally,
antitrust enforcement has been stricter in the United States than in most other countries.
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Second, the interpretation of what constitutes illegal collusion also differs across coun-
tries. Some examples of the difficulties in interpreting the law follow.

Many agreements and interchanges that firms establish among themselves may not
necessarily amount to conspiracies against consumers. In fact, they may result in the ben-
efit of the consumer. For example, suppose that the main semiconductor manufacturers
gather for the development of a new microchip. This may be a worthwhile endeavor,
one that consumers would eventually benefit from, especially if the development of a
new microchip is so expensive that no single firm would take up the task by itself. The
problem is that the agreement creates a much improved set of circumstances for firms to
collude in fixing prices for their current microchip offerings.k

k The particular case of R&D

agreements is addressed in greater

detail in chapter 16.

Another example is given by industry associations in which firms exchange in-
formation regarding costs, demand, or even prices. Information exchange per se does
not violate any of the laws against price fixing. But, as the example in box 8.6 suggests,
information exchange may facilitate price fixing, or at least implicit collusion. Ocean
shipping is a good instance of this. The U.S. Senate is considering disallowing Pacific
Ocean shipping companies from sharing information about the rates they charge. This
information is currently centralized by the U.S. Federal Maritime Commission (for ship-
ping to and from the United States). The argument is that, if information on contracts
remains secret, then cartel agreements are difficult to sustain.l

l See exercise 8.12. This is the same

argument as was discussed in the

case in box 8.6, except here the

government is taking the opposite

approach.

Summary

. Collusive pricing is more likely to be observed when (1) firms interact frequently,
(2) the market is growing, (3) competitors are few in number and similar in size,
(4) firms compete in more than one market.

. If price cuts are difficult to observe, then occasional price wars may be necessary to
discipline collusive agreements.

Key Concepts

. market power

. collusion

. secret and tacit agreements

. repeated interaction and grim strategies

. price wars



146 Part 3 Chapter 8

. multimarket contact

. facilitating practices

. most-favored-customer clause

Review and Practice Exercises

8.1 Explain why collusive pricing is difficult in one-period competition and easier
when firms interact over a number of periods.

8.2 After several years of severe price competition that damaged Boeing’s and
Airbus’s profits, the two companies have recently pledged that they will not sink into
another price war. However, in June 1999, Boeing made an unusual offer to sell 100 small
aircraft to a leasing corporation at special discount prices. (Although customers never
pay list prices, it was felt that this deal was particularly attractive.) Boeing’s move follows
a similar one by Airbus.95

Based on the analysis of section 8.1, why do you think it is so difficult for aircraft
manufacturers to collude and avoid price wars?

8.3∗ In a market with annual demand Q = 100 − p, there are two firms, A and B, that
make identical products. Because their products are identical, if one charges a lower price
than the other, all consumers will want to buy from the lower-priced firm. If they charge
the same price, consumers are indifferent and end up splitting their purchases about
evenly between the firms. Marginal cost is constant and there are no capacity constraints.

a. What are the single-period Nash equilibrium prices, pA and pB?

b. What prices would maximize the two firms’ joint profits?

Assume that one firm cannot observe the other’s price until after it has set its own
price for the year. Assume further that both firms know that if one undercuts the other,
they will revert forever to the noncooperative behavior you described in (a).

c. If the interest rate is 10%, is one repeated-game Nash equilibrium for both firms to
charge the price you found in part (b)? What if the interest rate is 110%? What is the
highest interest rate at which the joint profit-maximizing price is sustainable?

d. Describe qualitatively how your answer to (c) would change if neither firm was certain
that it would be able to detect changes in its rival’s price. In particular, what if a price
change is detected with a probability of 0.7 each period after it occurs? (Note: Do not
try to calculate the new equilibria.)
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Return to the situation in part (c), with an interest rate of 10%. But now suppose
that the market for this good is declining. The demand is Q = A − p with A = 100 in the
current period, but the value of A is expected to decline by 10% each year (i.e., to 90
next year, then 81 the following year, etc.).

e. Now, is it a repeated-game Nash equilibrium for both firms to charge the monopoly
price from part (b)?

8.4∗ You compete against three major rivals in a market where the products are only
slightly differentiated. The “Big Four” have historically controlled about 80% of the
market, with a fringe of smaller firms accounting for the rest. Prices have been rather
stable, but your market share has been eroding slowly, from 25% just a few years ago to
just over 15% now. You are considering adopting an aggressive discounting strategy to
gain back market share. Discuss how each of the following factors would enter into your
decision.

a. You have strong brand identity and attribute your declining share to discounting by
your rivals among the Big Four.

b. The Big Four have all been losing share gradually to the fringe, as the product category
becomes more well known and customers become more and more willing to turn to
smaller suppliers to meet their needs.

c. You believe your rivals are producing at close to their capacity, and capacity takes a
year or two to expand.

d. You can offer discounts selectively, in which case it will take one or two quarters
before your rivals are likely to figure out that you have become more aggressive in
pricing.

e. Your industry involves high fixed costs and low marginal costs, as applies for most
information goods.

f. The entire market is in rapid decline because of technological shifts unfavorable to
this product.96

8.5 “Price wars imply losses for all of the firms involved. The empirical observation
of price wars is therefore a proof that firms do not behave rationally.” True or false?

8.6 Empirical evidence from the U.S. airline industry suggests that fare wars are
more likely when carriers have excess capacity, caused by GDP growth falling short of
its predicted trend. Fare wars are also more likely during the spring and summer quarters,
when more discretionary travel takes place.97 Explain how these two observations are
consistent with the theories presented in section 8.2.
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8.7 A 1998 news article reported that

Delta Air Lines and American Airlines tried to raise leisure air fares 4% in most domestic
markets, but the move failed Monday when lone-holdout Northwest Airlines refused to
match the higher prices. The aborted price boost illustrates the impact Northwest’s woes
already are having on the industry. Months of labor unrest . . . are prompting passengers
to book away from the fourth largest carrier.98

What does this say about the nature of price dynamics in the airline industry?

8.8 In the third quarter of 1999, most North American paper and forest-products
companies experienced an improvement in their profits. The industry, analysts said,
was in a cyclical upswing: Not only was demand increasing at a moderate pace; more
importantly, the industry practiced restraint in keeping low production levels, thus
providing support for higher prices.99

How do you interpret these events in light of the models presented in section 8.2?

8.9 In 1918, the U.S. Congress passed a law allowing American firms to form
export cartels. Empirical evidence suggests that cartels were more likely to be formed
in industries where American exporters had a large market share, in capital-intensive
industries, in industries selling standardized goods, and in industries that enjoyed strong
export growth.100 Discuss.

8.10 The endowments of the Ivy League universities have increased significantly.
Princeton, the richest of all, boosted its endowment from $400,000 per student in 1990
to more than $750,000 in 1997. In the same period, both Harvard and Yale more than
doubled their endowments.

Notwithstanding these riches, the universities have restrained from using financial
incentives as a means to compete for students. For many years, the manual of the council
of Ivy League Presidents stated that the schools should “neutralize the effect of financial
aid so that a student may choose among Ivy Group institutions for non-financial reasons.”
In 1991, the Justice Department argued that this amounted to price collusion and forced
the agreement to end. However, no significant price competition took place until 1998,
when Princeton University started offering full scholarships for students with incomes
below $40,000. Stanford, MIT, Dartmouth, and Cornell followed suit. Allegedly, Harvard
sent a letter to accepted 1998 applicants stating that “we expect that some of our students
will have particularly attractive offers from the institutions with new aid programs, and
those students should not assume that we will not respond.”101

How do you interpret these events in light of the theories discussed in this chapter?
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8.11 Based on data from the Spanish hotel industry, it was estimated that the rate set
by hotel i in market k is positively influenced by a variable that measures the intensity
of multimarket competition between hotel i and its competitors in market k: The more
markets m �= k in which firm i and its competitors meet, the greater the measure of
multimarket contact. It was also observed that the measure of multimarket contact is
highly correlated with hotel chain size, that is, the larger hotel i’s chain, the greater the
measure of multimarket contact for firm i.102

Provide two interpretations for the positive coefficient of multimarket contact on
hotel rates, one based on collusion, one based on a different effect.

8.12 Comment on the following excerpt from a 1998 news item.103

LONG-STALLED SHIPPING REFORM BILL TAKEN UP BY SENATE. Washington—The Senate has for-
mally begun consideration of a shipping reform bill that, if passed, would create changes
for all countries shipping manufactured goods to and from the United States . . .

Until now, U.S. shipping law has been founded on the principle of common
carriage—“Everybody pays the same tariff (rate) to go from Oakland to Yokohama,”
said the Department of Transportation (DOT) official, who asked not to be identified.
Under this system, groups of liners called conferences—legal cartels with immunity
from antitrust law—set the rates for their members and make those rates public through
registration with the federal government. If the shipping bill passes, however, liners
could make private, confidential deals with exporters-importers outside of conferences
at market-set rates.

“This is going to bring marketplace economics into ocean shipping like we’ve never
seen before,” the official said. “It’s going to really change the influence of ocean shipping
conferences in the marketplace.” . . .

The Transportation Department official said the Clinton administration has gener-
ally supported legislation for shipping reform in line with its promotion of deregulation
in airlines and trucking, but has stated concerns about specific provisions of the Senate
bill. Probably, the Administration’s biggest concern is a provision of the bill allowing
conferences also to engage in confidential contracting, he said. “In the Administration
view, that conveys too much market power to the conferences,” the official said.

8.13 In 1986, the U.S. Congress enacted a regulation (PL99-509) requiring railroads to
disclose contractual terms with grain shippers. Following the passing of the legislation,
rates increased on corridors with no direct competition from barge traffic, while rates
decreased on corridors with substantial direct competition.104 How do you interpret
these events?
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Extension Exercises

8.14∗ Consider an n firm homogeneous-good oligopoly with constant marginal cost,
the same for all firms. Let δ̄ be the minimum value of the discount factor such that it is
possible to sustain monopoly prices in a collusive agreement. Show that δ̄ is increasing
in n. Interpret the result.

8.15∗∗ Consider the model of multimarket contact presented in section 8.3. Determine
the minimum value of the discount factor such that the optimal collusive solution is
stable.
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Market Structure and Market Power

In chapters 7 and 8, we have observed how market performance under oligopoly lies be-
tween the extremes of perfect competition and monopoly. This is not entirely surprising,
for market structure under oligopoly is itself between the extremes of perfect competi-
tion (minimum concentration) and monopoly (maximum concentration). A tantalizing
possibility is that the closer market structure is to minimum concentration (respectively,
maximum concentration), the closer performance is to perfect competition (respectively,
monopoly). In other words, the greater market concentration is, the greater is the degree
of market power.

In the first two sections of this chapter, we investigate this hypothesis, both theo-
retically and empirically. As part of the critique of the empirical analysis, we discuss the
need to consider behavior, in addition to market structure, as a determinant of market
power. The issue of estimating firm behavior is therefore treated in the third section.

9.1 CONCENTRATION AND MARKET POWER: THEORY

In our treatment of the Cournot model, we considered the simple case of duopoly.
What happens when there are more than two firms? One way of addressing the general
oligopoly case is to repeat the graphical analysis of chapter 7 but to consider more than
two firms.

First, recall that Firm 1’s profit is given by π1 = P(Q)q1 − C(q1), where Q is total
output. This implies that, from Firm 1’s perspective, all that matters is the total output
produced by other firms, independent of how many other firms there are, or what the
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Figure 9.1 n-Firm Cournot Equilibrium.

output level of each is. That is, Firm 1’s profit is a function of Q but not n or the value of
each particular qi (i �= 1). This in turn implies that our derivation of the reaction curve
is valid for the n-firm case, so long as we replace q2 by Q−1 ≡ ∑n

i=2 qi, the total output
of all firms but Firm 1. (Notice that, in the particular case when n = 2, Q−1 = q2.)

Because we are still dealing with a symmetric oligopoly, all firms will produce the
same output in equilibrium, that is, qN

i = qN . We can then find qN in the following way. In
figure 9.1, we draw Firm 1’s reaction curve, q∗

1(Q−1). We also draw the line starting from
the origin and with slope 1/(n − 1), that is, the line q1 = Q−1/(n − 1). An equilibrium
must be a point such that (1) Firm 1 chooses optimum output given what rivals choose;
and (2) (by symmetry) other firms choose the same output as Firm 1, that is, qi = q1,
for all i. If all firms choose the same output level as Firm 1, it must be Q−1 = (n − 1)q1,
because there are n − 1 firms other than Firm 1. The equilibrium is thus determined by
the intersection of the reaction curve and the curve q1 = Q−1/(n − 1).

Figure 9.1 depicts the equilibrium value qN (n) for various values of n, the number
of firms: n = 2, 3, 4. As can be seen, the equilibrium output per firm declines as the number
of firms increases. In fact, as n becomes very large, the slope of the line q1 = Q−1/(n − 1)

becomes very small, and the value of qN becomes very small, too.
We are also interested in the evolution of total output as the number of firms

increases. The axes in figure 9.1 give the value of Q−1 and q1. Now, total output is, by
construction, the sum of Q−1 + q1 (recall that Q−1 is the output of all firms other than
Firm 1). Therefore, lines of slope −45◦ represent points with the same total output, that
is, iso-output lines.

Figure 9.2 depicts iso-output lines crossing through the different equilibria derived
in figure 9.1. There are also iso-output lines through points (0, QM ) and (QC , 0). Iso-
output lines farther away from the origin correspond to higher values of output. It can be
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Figure 9.2 Equilibria Under Monopoly, Cournot, and Perfect Competition.

seen from figure 9.2 that: Total output under Cournot equilibrium is greater than under
monopoly but lower than under perfect competition. (This result was proven in chapter
7 for the case of duopoly. Figure 9.2 generalizes it to the case of an n-firm oligopoly.)
Moreover, as the number of firms increases, total output increases. Finally, as the number
of Cournot competitors goes to infinity, total output converges to the value under perfect
competition.105

How Many Is Many?

We have just seen that the performance of the Cournot model converges to perfect
competition as the number of firms goes to infinity. This is an important result as it
justifies the motivation of perfect competition as a reference point: The model of perfect
competition is a good approximation for markets in which there are many firms.

This raises the following question: How many is many? Does it take 5, 50, or 500
firms for oligopoly competition to be approximately like perfect competition? Policy-
makers are frequently interested in the allocative inefficiency created by oligopoly prices
above marginal cost. Under perfect competition, allocative efficiency is maximum, or,
conversely, allocative inefficiency is nil. The above question can thus be restated as:
How many firms does it take for allocative inefficiency to be close to zero (the value
under perfect competition)?

Maintaining our assumption that firms behave according to the Cournot assump-
tion, we obtain the values in table 9.1. The table presents the allocative inefficiency in
the Cournot equilibrium as a percentage of the allocative inefficiency under monopoly
(for comparison purposes). As can be seen, with seven identical firms, the performance
of Cournot is much closer to perfect competition than to monopoly (6 is closer to zero
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Table 9.1 Allocative Inefficiency in Cournot Equilibrium

as a Percentage of Allocative Inefficiency under Monopoly.

n Inefficiency (%)

1 1

2 4/9

3 1/4

4 4/25
...

...

7 4/64 ≈ 6%
...

...

15 4/256 ≈ 1.5%

than to 100). With 15 identical firms, the efficiency loss is very close to zero. In other
words,

It does not take a large number of identical firms for the performance of the Cournot
model to be very close to that of perfect competition.

Measuring Market Power and Market Concentration

So far, we have considered symmetric oligopoly models. We have measured market
power by the price cost margin (p − MC , or (p − MC)/p), whereas market concentration
was (inversely) measured by the number of firms.

When firms have different cost functions, their output and marginal cost in equi-
librium are different. This asymmetry calls for more general measures of market power
and market concentration than the ones considered so far. Even if price is the same for
all firms (as will be the case when the product is homogeneous), different marginal costs
imply different margins for different firms. What then is the market power in the industry
as a whole? Moreover, if firms are of different sizes, then the number of firms alone is
not a good measure of concentration. Having three firms of the same size is not the same
as having one with 98% of the market and the remaining two with 1% each.

Regarding market power, the measure we will use is the natural generalization
of what we’ve considered so far. We will measure market power by the Lerner index,
defined as the weighted average of each firm’s margin, with weights given by the firms’
market shares.
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L ≡
n∑

i=1

si
p − MCi

p
.

where si is firm i’s market share. Obviously, if all firms have the same marginal cost, then
the Lerner index is simply the (common) margin set by all firms, as considered before.

As for concentration, there are various possible measures. The most commonly
used are the coefficient Cm, the sum of the market shares of the largest m firms. For
example,

C4 ≡
4∑

i=1

si,

where firms are ordered by market shares (Firm 1 is the largest firm, and so on). The value
of C4 varies between zero (minimum concentration) and one (maximum concentration).

An alternative measure of market concentration is the Herfindahl index, given by

H ≡
n∑

i=1

s2
i .

The value of H varies between zero (minimum concentration) and one (maximum con-
centration, i.e., monopoly). Frequently, the value of H is multiplied by 10,000, so that it
varies between zero and 10,000.

The Herfindahl index provides a better measure of market concentration, as we
will see below and in exercise 9.4. However, it is more difficult to compute: It requires
knowledge of the market share of all firms in the industry, whereas C4, for example,
requires only knowledge of the market shares of the four largest firms.a

a However, even if we lack

information on the market shares

for some of the firms, we can still

find a lower and an upper bound

for the value of H . See exercise 9.5.

Market Concentration and Market Power

Consider a general Cournot model with n firms, each with a cost function Ci(qi). It can
be shown that

L = H
ε

(9.1)

where ε is the price elasticity of demand and L and H are as previously defined. This
result is important as it generalizes the idea that the greater concentration is (H ), the
greater the degree of market power (L). It allows us to answer questions such as the
following:

Consider two markets with identical demands. In one market, there are two firms with
identical market shares. In the other market, there is one firm with a 70% market share
and two small firms with 15% each. Assuming that both markets are in a Cournot
equilibrium, where is market power the greatest?
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The answer is, from (9.1), whichever market has the greatest concentration, as measured
by the Herfindahl index. In this particular example, we have, in the first market, H =
10, 000(.52 + .52) = 5000, whereas in the second market, H = 10, 000(.72 + .152 + .152) =
5350. In words, market power is greater in the second market (even though n is greater);
the difference, however, is small.

9.2 CONCENTRATION AND MARKET POWER:

EMPIRICAL ESTIMATION

Mainstream industrial organization has been founded on the so-called structure-
conduct-performance paradigm (SCP). The SCP paradigm provides a system for the
analysis of a given industry. The industry is characterized by its structure (e.g., how con-
centrated it is), conduct (i.e., the behavior of its firms), and performance (market power,
allocative efficiency, and so forth). Moreover, the SCP paradigm propounds that there is
a causal relationship between structure, conduct, and performance: Structure influences
conduct; both structure and conduct influence performance.

1. Several reasons why structure may influence conduct were proposed in the pre-
vious chapters. For example, we argued that collusion is easier among a small
number of firms; likewise, it is easier to reach a price-fixing agreement when firms
are similar to each other, and so on.

2. The relation between conduct and performance should be clear: The more competi-
tively firms behave, the lower the degree of market power and the greater allocative
efficiency. Compare, for example, the Bertrand solution to collusive price setting.

3. The argument that structure influences performance was developed in the previous
section. Specifically, we argued that, when fixing behavior (Cournot), the more
concentrated an industry is, the greater the degree of market power.

For a long time, empirical industrial economists have been concerned with the empirical
implications of the preceding paradigm. Specifically, if performance is a function of
structure and conduct; and conduct, in turn, is a function of structure; then we can
simplify the previous three points into a relation between performance (say, market
power) and structure (say, concentration).

The direct relation between concentration and market power is positive, as was
derived in the previous section (equation 9.1). The relation between concentration and
noncompetitive behavior is positive, as was argued in the previous chapter. Finally,
by definition, the relation between noncompetitive behavior and market power is also
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positive. When all of these are put together, there should be a positive relationship
between concentration and market power.

We thus have a testable implication, which we may call the structure-performance
hypothesis, namely a positive relation between concentration and market power. To test
this hypothesis, we need data on concentration and on market power. The former is
normally easy to obtain (e.g., market shares based on sales data). Measuring the Lerner
index, the index of market power we have been considering, is more difficult; in fact,
it is normally impossible. However, if fixed costs are zero and marginal cost is constant
and equal to ci, then firm i’s profit rate, ri, is equal to firm i’s margin, mi:

ri ≡ Ri − Ci

Ri
= pqi − ciqi

pqi
= p − ci

p
= mi.

Consequently, as an approximation, the Lerner index (the average of every firm’s mi) can
be measured by the average profit rate.

Accordingly, many economists have gathered data on concentration and profit rates
for a number of industries and have estimated the econometric relation between those
variables.106 That is, suppose we have data on the average profit rate in industry i as
well as on concentration in that industry. Then we would expect industries with higher
concentration to exhibit higher average profit rates, that is, a positive coefficient in the
regression of profit rate on concentration.

Alas, the result of this econometric effort is not very encouraging.107 Most studies
find a weak statistical link between structure and performance. However, before dismiss-
ing the theoretical analysis that has brought us to the structure-performance hypothesis,
we must say that there are important data measurement problems that may, at least par-
tially, explain the poor results. Lacking data on price-cost margins, most studies use as
a proxy accounting profit rates, which are frequently a poor proxy. For example, book
depreciation rates are normally different from economic depreciation rates. Moreover,
many firms operate in many different industries, thus requiring the division of data
among the different industries they belong to—an operation that is not straightforward.

The Simultaneity Problem

In terms of methodology, the test of the structure-performance hypothesis suffers from
an additional important limitation. Basically, it ignores the possibility of reverse causal
links in the relation between structure, conduct, and performance. For example, if British
Airways prices aggressively low in the London–New York route, it may succeed in
reducing Virgin Atlantic’s profits to such an extent as to induce the latter to leave the
market or even the industry. Here, we have an instance of how conduct may have an
effect on structure—a “reverse” link with respect to the ones we have considered so far.

Why is this important? To illustrate the problem, suppose that all of the industries
in the sample have the same demand and cost functions, differing only in one respect:
For some exogenous reason, the degree of collusion is higher in some industries than
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in others. This may result, for example, from different values of the discount factor.b

b For example, in some industries,

prices are set on a daily basis,

whereas in others, the frequency is

weekly. As seen in section 8.1, this

and other aspects imply different

values of the discount factor.

Suppose, moreover, that any firm may enter any industry by incurring an entry cost F .
In each industry, total industry profits are �(p), where p is the industry equilibrium

price—high in collusive industries, low in competitive ones. Because there is free entry
into every industry, firms will decide to enter as long as prospective profits are positive.
Profit per firm, net of entry cost, becomes zero whenever the number of firms is such that
�(p)/n − F = 0, or

n = �(p)/F . (9.2)

Recall that the Lerner index is given by

L = p − MC
p

. (9.3)

We then get an apparently paradoxical result: If we increase p, then �(p) increases as
well (this assumes we start from a price level below the monopoly price). From (9.2),
we see that the equilibrium number of firms increases, that is, concentration decreases.
Moreover, from (9.3), we see that the degree of market power increases along with p.
Putting both facts together, we conclude that, as price is increased and the number of
firms adjusts, concentration decreases as market power increases.

The result of this alternative model implies the opposite prediction from what we
considered in the previous section.c Before, we had a positive relation between con-

c The issue of endogenous entry

into an oligopoly is treated in

greater detail in chapter 14.

Exercise 14.4 is particularly

relevant for the present discussion.

centration and market power. Now, we have a negative relation. The critical difference
between the two models is that, before, we took market structure as given (i.e., as an
exogenous variable), whereas the degree of competition was taken as an endogenous
variable. In the model just presented, the degree of competition is the exogenous vari-
able (maximum collusion attainable), whereas market structure (the number of firms) is
assumed to be endogenous. In other words, before we had concentration causing market
power; now, we have market power causing concentration.

In practice, it is likely that both the direct and the reverse effects in the SCP para-
digm are important. This may explain why the statistical relation between concentration
and profitability is not significant: It may be simply the sum of two effects with opposite
signs.d

d There are statistical ways to

distinguish between the two

effects, and attempts at doing

so have been made. Even then,

the empirical results are not very

encouraging, that is, they do not

provide any clear support for either

effect.

Interpretation

Suppose that the feedback effect of performance on structure is not very important.
Suppose, moreover, that statistical estimation yields a positive effect of structure on per-
formance (as some studies have indeed found). We still have a problem of interpretation
to solve, as we will see presently.

The collusion hypothesis is that concentration implies market power through
increased collusion between firms. If this is the case, then policymakers should be
concerned with anything that increases industry concentration—a merger, for example.
In fact, as we will see in chapter 15, concentration indices play an important role
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in the policy analysis of mergers (by the Department of Justice [DOJ] and the Federal
Trade Commission [FTC] in the United States, by the European Commission in Europe).
Roughly speaking, a merger that increases concentration significantly is not allowed, on
the basis that it would increase market power to the detriment of consumers.

An alternative interpretation for the positive relation between structure and per-
formance is the efficiency hypothesis, normally associated with the Chicago school.108

Consider a symmetric oligopoly (all firms with identical marginal cost), and suppose that
one of the firms improves its productive efficiency, thus reducing its marginal cost. A
lower marginal cost by one of the firms implies a redistribution of market shares, whereby
both concentration and market power increase, just as in the collusion hypothesis. How-
ever, while under the collusion hypothesis, the increase in market power is associated
mainly with a decrease in allocative efficiency; under the efficiency hypothesis the in-
crease in market power is associated mainly with an increase in productive efficiency
(the transfer of market share from relatively inefficient firms to a more efficient one). It is
quite possible that society is better off in the new situation, even though both concentra-
tion and market power are greater. The policy implications of this alternative hypothesis
are nearly the opposite of the collusion hypothesis.

Some empirical studies have used firm-level data (as opposed to industry-level
data). In these regressions, the coefficient on concentration is lower than in regressions
with industry-level data. Moreover, firm market share has a positive impact on profit
rate. This evidence provides some support for the efficiency hypothesis. In fact, if all
firms were equally efficient (same marginal cost), then market shares would have no
explanatory power with respect to profit rates.

9.3 CONDUCT AND MARKET POWER:

EMPIRICAL ESTIMATION

In the previous section, we considered the empirical test of the relation between structure
and performance, specifically, the relation between concentration and market power.
As we have seen, there are a number of theoretical and conceptual problems with the
approach taken to test the structure-performance hypothesis (i.e., the hypothesis of a
positive relation between concentration and market power). In particular, by limiting
ourselves to measuring only structure and performance, we are putting several different
effects into the same bag—the direct effect of concentration on performance, the effect
through firm conduct, and the feedback effects of conduct and performance on market
structure. An additional limitation of the traditional approach is the use of profit rates
as proxies for the price-cost margin.

To avoid these limitations, recent studies have attempted to directly model and
estimate firm behavior. To escape some of the statistical and conceptual problems of using
aggregate, intersectoral data, these recent studies tend to focus on firm-level data for one



160 Part 3 Chapter 9

particular industry. Moreover, instead of assuming that the profit rate provides a good
proxy for the price-cost margin, marginal cost is estimated as part of the overall statistical
effort. The conceptual framework for this new approach, often referred to as the New
Empirical Industrial Organization (NEIO), can be explained based on a generalization
of equation 9.1:

L = θ
H
ε

. (9.4)

The difference with respect to (9.1) is that the ratio H/ε is now multiplied by θ . Recall that
the equality L = H/ε was derived on the assumption that firms compete as in the Cournot
model. Therefore, if θ = 1, (9.4) reduces to (9.1). Under Bertrand competition, price equals
marginal cost, so L = (p − MC)/p = 0. In terms of equation 9.4, this corresponds to θ = 0.
Under monopoly or perfect collusion, we have L = 1/ε, as was shown in chapter 5;
this corresponds to θ = 1/H in Equation 9.4. More generally, under partial collusion,
the Lerner index takes some value between zero and 1/ε, which is the case of perfect
collusion. Each value of L then corresponds to a value of θ .e

e The “model” underlying Equation

9.4 is frequently known as the

conjectural variations model, the

value of θ reflecting “conjectural

variations.” However, it is best

thought of not as a model but as a

device for estimating the degree of

collusive power.

Equation 9.4 provides a useful generalization of equation 9.1. The latter is derived
based on a particular assumption regarding oligopoly behavior (Cournot) and shows how
demand elasticity and concentration influence market power. The former, in turn, allows
for any level of collusive behavior. In summary, equation 9.4 states:

The degree of market power depends on three factors (1) demand elasticity, (2)
market concentration, and (3) collusive behavior.

So, for example, given a level of concentration and a value of the demand elasticity,
the more firms collude, the greater the degree of market power. However, even if firms
collude perfectly, if demand is elastic, the degree of market power is small. Finally, as we
saw in section 9.1, for a given level of conduct (e.g., Cournot), the more concentrated the
industry is, the greater the degree of market power.f Of the different terms in the right-

f Equation 9.4 suggests a com-

parison between the structure-

conduct-performance paradigm

framework and the more recent

five-forces framework.109 The five-

forces framework is centered on

the rivalry within the industry but

also takes into account supplier

power, buyer power, the threat of

entry, and the threat of substitute

products. In terms of equation 9.4,

rivalry within the industry would

correspond to the value of θ . Entry

impacts on profitability through

changes in the value of H (and

indirectly through changes in the

value of θ ). Substitute products

and buyer power are reflected in

the value of ε. Finally, supplier

power is one of the determinants of

the value of marginal cost, which

in turn determines the value of L.

hand side of equation 9.4, concentration is perhaps the easiest to obtain: All we need are
data on each firm’s sales. Determining the elasticity of demand is a little more difficult: It
requires data and some statistical work of estimation. The necessary data are essentially
price and quantity demanded, in addition to variables that influence the cost function.g

g The problem of estimating the

demand function (and the demand

elasticity) is best understood by

considering a competitive market.

In each period, price and quantity

are determined by the intersection

of supply and demand. To estimate

the demand function, we need data

on variables that shift the supply

curve and trace out the demand

curve in successive equilibrium

points.

What about the value of θ , which summarizes the nature of firm conduct? If we
had data on marginal cost, then the solution would be easy: From price and marginal
cost, determine L. Having computed H and estimated ε, simply obtain θ by solving (9.4):
θ = Lε/H .
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Unfortunately, data on marginal cost are seldom available. In fact, even the firms
themselves may have some difficulty in estimating it. We can then take the reverse path:
Estimate θ and, together with H and ε, determine L, as given by equation 9.4.

The statistical estimation of θ based on price and quantity data can be a fairly
complex problem. We will deal here with one particular case that (1) is relatively
simple, and (2) illustrates the general idea. Suppose that, although we have no way of
directly measuring marginal cost, data exist on a variable that is highly correlated with
marginal cost. For example, the total marginal cost for a cigarette manufacturer is given
by MC = c + t. c is the production marginal cost, which we cannot observe. t is the sales
tax, which we can easily observe. In particular, we know that a $1 variation in t implies
a $1 variation in marginal cost.

Given that total marginal cost is perfectly correlated with sales tax (in fact, the
latter is a component of the former), the change in price in response to a change in sales
tax is the same as the change in price in response to a change in marginal cost. In other
words, price would change in the same way if c were to change by $1, or if t were to
change by $1.

Why is this useful? Because knowing the value of the derivative of price with
respect to marginal cost allows for the (indirect) estimation of θ . Table 9.2 gives the
derivative of price with respect to marginal cost, ξ , assuming linear demand and constant
marginal cost, under three possible conduct situations: (1) perfect collusion, (2) Cournot,
and (3) Bertrand. By solving

θ = 1 − ξ

ξ

1
H

,

we obtain the conduct parameter θ introduced earlier (equation 9.4).
An alternative to estimating the derivative of price with respect to marginal cost is

to examine how price changes in response to shifts in the demand curve. For example,
suppose that demand is given by p = a + s − Q, where s is a period-to-period shift in
the demand intercept. One example might be seasonal variations in the demand for beer,

Table 9.2 Derivative of Price with Respect to:

Marginal Cost (ξ ), Demand Intercept (χ), and Conduct Parameter (θ)

Equilibrium Eq. price ξ ≡ ∂P/∂MC χ ≡ ∂P/∂a θ∗

Perfect collusion 1
2 a + 1

2 c 1/2 1/2 1
H

Cournot 1
n+1 a + n

n+1 c n
n+1 = 1

1+H
H

1+H 1

Bertrand c 1 0 0

* See Eq. 9.4.
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where s would be greater in the summer than in the winter. As before, table 9.2 gives
the derivative, now denoted χ , of price with respect to the demand intercept a under
the same three possible conduct situations: perfect collusion, Cournot, and Bertrand. By
solving

θ = χ

1 − χ

1
H

,

we obtain the conduct parameter θ introduced earlier (equation 9.4).
Both of these examples are simplistic in that they assume linear demand. Although

linear demand curves are useful for the purpose of theoretical illustration, most empirical
applications tend to reject the assumption of linearity. If the demand curve is not linear,
then the values on table 9.2 are no longer valid. It is possible, for example, that the
derivative of price with respect to marginal cost may be equal to 1 under monopoly
conditions, whereas a linear demand would indicate perfect competition. Despite these
limitations, the preceding analysis illustrates the spirit of the exercise—to uncover
the parameters that describe the firms’ behavior based on limited sets of data (prices,
quantities, and variables that influence the demand and cost functions).110

Linearity is not the only limiting assumption of the preceding analysis. As we saw
in chapter 8, collusive agreements frequently imply an irregular pattern of prices, with
periods of high prices alternating with periods of low prices (price wars). Equation 9.4,
however, implicitly assumes that prices are constant over time.111 By contrast, other
collusive agreements show remarkably stable prices in spite of variations in marginal
cost. This may result from the fact that it is costly to change prices (e.g., changing
the price may require that the firms meet together). However, as we have seen, under
monopoly, each $1 change in marginal cost should imply a $.50 change in price (under
the assumption of linear demand). All of this leads us to conclude that estimating
conduct, in particular, estimating the degree of collusion between firms, is a complicated
process for which there is no hard and fast solution. Normally, the best strategy is to
combine statistical studies with nonquantitative evidence, in particular, internal memos
or related documents that provide evidence of collusive behavior.

Summary

. As the number of Cournot competitors goes to infinity, total output converges to
the value under perfect competition. In fact, it does not take a large number of
identical firms for the performance of the Cournot model to be close to that of perfect
competition.

. The degree of market power depends on three factors: demand elasticity, market
concentration, and extent of collusive behavior.
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Key Concepts

. Lerner index

. Herfindahl index

. structure-conduct-performance paradigm

. collusion hypothesis and efficiency hypothesis

Review and Practice Exercises

9.1 Consider the following goods: cement, mineral water, automobiles, and retail
banking. In each case, determine the relevant market boundaries, and present an estimate
of the degree of concentration.

9.2 Based on data from local cement markets in the United States, a series of
regressions were estimated for seven years in the period between 1948 and 1980. Each
regression has the form price = β · C4 + (other variables). The coefficient β was estimated
to be positive in five of the seven years considered, negative in the remaining two. How
can these results be explained?

9.3∗∗ Based on monthly data for Portuguese commercial banks, the following relation
was estimated:

rt = 0.098 + 0.814 mt,

where rt is the interest rate charged by commercial banks and mt is the money market rate,
that is, the interest rate that banks must pay to borrow in the short term. The standard
deviation of the second coefficient estimate is .0878. Knowing that the money market
interest rate is highly correlated with the marginal cost of giving out loans, and knowing
that H is approximately .125, what can you say about market power in this sector?

Extension Exercises

9.4∗∗ Consider the following criteria for a good measure of market concentration:

a. Nonambiguity: Given any two different industries, it must be possible to rank con-
centration between the two.
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b. Invariance to scale: A concentration measure ought not to depend on measurement
units.

c. Transfers: Concentration should increase when a large firm’s market share increases
at the expense of a small firm’s market share.

d. Monotonicity: Given n identical firms, concentration should be decreasing in n.

e. Cardinality: If we divide each firm into k smaller firms of the same size, then concen-
tration should decrease in the same proportion.

Verify whether the indices Cn and H satisfy these requirements.

9.5∗∗ Suppose you know only the value of the market shares for the largest m firms
in a given industry. Although you do not possess sufficient information to compute the
Herfindahl index, you can find a lower and an upper bound for its values. How?
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Price Discrimination

Consider two passengers traveling on the same flight between London and New York,
both in economy class. Unless they booked their tickets together and at the same time, it
is likely that they will have paid different fares for the same flight. Strictly speaking, what
each passenger purchased was not exactly the same good. For example, one will have
bought a ticket with no restrictions, while the other’s ticket can be changed only upon
the payment of some penalty. However, the very high differences in price (sometimes a
factor of three) hardly seem to be justified by the small differences in the terms of sale.

Airline pricing is one of many examples in which firms set different prices of
the same good (or approximately the same good). Other examples include toothpaste,
computer software, and electricity, to name just a few. The practice of setting different
prices for the same good, whereby the relevant price in each case depends on the quantity
purchased, on the buyer’s characteristics, or on various sale clauses, is known as price
discrimination.

In most chapters in this book, we maintain the assumption that firms set one price
only for each product. In this chapter, we consider the case when the opposite is true,
that is, the case when a firm—a monopolist or an oligopolist—is able to discriminate
between consumers and set different prices directed at different market segments. We
begin by addressing the question of under what conditions a firm might be able to set
different prices for the same good.

Resale and Price Discrimination

In a perfectly competitive market, the law of one price must prevail, that is, there cannot
be two different prices for the same product. If there were two different prices, then an
agent could earn a profit by buying at the low price and selling at the high price. In
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the real world, by contrast, it is common to observe more than one price set for what is
apparently the same product, while little or no arbitrage occurs.a

a Arbitrage refers to the practice of

buying and selling to profit from

a price difference; an arbitrageur

is an agent that engages in such

practice.

For more than one price to prevail in equilibrium, it must be either that agents
are imperfectly informed about the different prices (see chapter 12); or, more commonly,
that the transaction costs of buying and selling are so high that resale is not profitable.
For example, suppose that a supermarket sells three tubes of toothpaste for the price
of two. This is an example of price discrimination, for a consumer who buys one tube
pays a different price (per tube) than a consumer who buys three tubes (for the price of
two). Suppose that a certain consumer is interested in buying only one tube. Then, such
a consumer could buy three tubes (for the price of two) and sell two of those to other
customers at the regular price, thus saving himself or herself some money (in fact, getting
one tube for free). However, the costs of doing this would be so high (in terms of wasted
time and so forth) so as not to compensate the effort.

In some cases, resale is illegal. In many countries, for example, one cannot—by
law—resell electricity bought from a public utility.b In other cases, resale is physically

b We will return to the legal aspects

of reselling in section 10.5.

impossible. For example, it would be very difficult to resell the services of a haircut!
In fact, price discrimination is more common in the sale of services than in the sale of
products for precisely this reason.

In summary:

Price discrimination requires the absence of resale.

Cost Differences and Price Discrimination

In the definition of price discrimination we stated “different prices for the same product.”
But then, is a BMW in the United States the same product as a BMW in Germany? Even
if it is, from a consumer’s perspective, it certainly is not from a producer’s perspective,
for it costs more to sell a German car in the United States than to sell it in Germany, on
account of transportation costs and import tariffs. For this reason, the fact that the price
of a BMW is higher in the United States than in Germany would not constitute sufficient
evidence of price discrimination.

An alternative test for price discrimination is that the ratio of prices across markets
is different from the ratio of marginal costs. For example, if a hardcover book sells for $15
and the corresponding paperback sells for $5, then we have a case of price discrimination,
for the $10 difference can hardly be accounted for by the cost of a hardcover.112 Although
a hard cover and a paperback version of the same book are not exactly the same product,
they are sufficiently similar that the ratio test should be considered a sufficient indicator
of price discrimination.
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10.1 TYPES OF PRICE DISCRIMINATION

There are multiple possibilities for price discrimination; it is thus useful to classify them
in some way. The most important classification considers the information that firms have
about buyers. Sometimes, firms possess information about their customers, in particular,
information that is related to the customers’ willingness to pay. If buyer characteristics
are observable, then the seller can establish different prices as a function of the buyer’s
characteristics. Examples of this include country-specific prices, membership discounts,
special “academic” prices for software, student discounts on magazine subscriptions,
and reduced train fares for the elderly. This type of price discrimination can be referred
to as selection by indicators or third-degree price discrimination.

In other instances, the seller has some information about the heterogeneity of the
buyers’ preferences but cannot observe the characteristics of each buyer in particular.
Even so, it is possible to discriminate between different buyers by means of offering a
menu of selling contracts that include various clauses in addition to price. Consider, for
example, Pex or Apex fares. These are reduced airfares that require the buyer to stay
over the weekend in the place of destination. Because business trips normally take place
during the week, Pex fares allow the seller to discriminate indirectly between business
travelers and leisure travelers. In this case, we say that there is self-selection on the
part of the buyers. This type of discrimination is also known as second-degree price
discrimination.

Sellers can price-discriminate either based on observable buyer characteristics or
by inducing buyers to self-select among different product offerings.

A Note on Semantics

The definition of second- and third-degree price discrimination is not universally agreed
upon. As previously defined, the difference depends on whether the seller can distin-
guish buyers directly or only indirectly, that is, whether there is selection by indicators
(third-degree) or, rather, self-selection (second-degree).113

An alternative definition of second-degree price discrimination is that unit price
depends on quantity purchased (but not on the identity of the consumer).114 Typical
examples of this type of discrimination are the pricing of public utilities such as water,
electricity, or telephone services. For example, a telephone bill normally is made up of a
monthly rental (fixed fee) and call charges (variable fee). Because there is a fixed fee, unit
price (price per call minute) is decreasing with the number of calls. This type of price
discrimination is also known as nonlinear pricing. The crucial characteristic of second-
degree price discrimination, under this alternative definition, is that prices do not depend
on the identity of the consumer, but rather on the quantity consumed. In this sense,
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the two definitions agree. But quantity is one of several aspects that define the package
bought by the consumer (quality, for example, being another one). In other words, there
is nothing special about price depending on quantity, as opposed to other dimensions of
the selling package. Both definitions would classify nonlinear pricing as second-degree
price discrimination. The first definition, however, would extend this classification to
every circumstance in which prices cannot depend on the consumers’ identity, so that
it is the consumers themselves who self-select between different offerings.

First-Degree Price Discrimination

We have mentioned third- and second-degree price discrimination. Another form of price
discrimination is given by first-degree price discrimination. This is the situation in which
the seller sets different prices for each buyer and for each unit purchased by each buyer,
thus extracting all of the consumer’s surplus. A classic example is that of a small-town
doctor who has good knowledge of the town’s inhabitants, including information on their
financial status. Based on this knowledge, the doctor evaluates the patient’s willingness
to pay before each visit and sets the fee accordingly. Another example is given by aircraft:
Although manufacturers post list prices for each aircraft, in practice each airline pays a
different price for each aircraft.

The practice of first-degree price discrimination, also known as perfect discrim-
ination, is relatively infrequent. However, the study of this extreme situation provides
a useful reference point for the purpose of welfare analysis. We will return to it in sec-
tion 10.5.

10.2 THIRD-DEGREE PRICE DISCRIMINATION

This is arguably the most common form of price discrimination. As discussed previously,
it corresponds to the situation in which the seller divides buyers into groups, setting a
different price for each group—a practice also known as market segmentation. One form
of market segmentation is based on geographical location. For example, the Wall Street
Journal Europe sells for 260 escudos in Portugal and, in Spain, for 275 pesetas, a much
higher price (one peseta is worth approximately 1.2 escudos). Pricing of the the Wall
Street Journal Europe is an example of spatial price discrimination, a form of third-
degree price discrimination. Another example is pricing of cars in Europe (box 10.1).
However, market segmentation does not have to be based on geographical location. For
example, many products and services are sold at special prices for students or the elderly.
Still another example, subscriptions to the American Economic Review vary according
to the subscriber’s annual income.

The simplest model of third-degree price discrimination consists of a monopolist
selling to two separate markets. The profit function is then given by
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Box 10.1 Price Discrimination in the European Car Market
115

A series of studies by the European Bureau of Consumers Unions shows that
pretax prices for identical car models may vary by over 90% across countries.
The following table presents estimates for the margins of a few models in a few
countries.

Relative Markupsc of Selected Cars in Selected European Countries (in %)

c Markup is the difference between

price and unit cost divided by unit

cost.

United
Model Belgium France Germany Italy Kingdom

Fiat Uno 7.6 8.7 9.8 21.7 8.7
Nissan Micra 8.1 23.1 8.9 36.1 12.5
Ford Escort 8.5 9.5 8.9 8.9 11.5
Peugeot 405 9.9 13.4 10.2 9.9 11.6
Mercedes 190 14.3 14.4 17.2 15.6 12.3

These differences can be interpreted in different ways. For example, it may be that
the level of collusion is greater in some countries than in others. Alternatively, im-
port quotas can be the reason for high prices in some countries. Finally, spatial price
discrimination may also explain the observed patterns. Econometric evidence sug-
gests that price discrimination is indeed quite important. Demand elasticities are
different in different countries, and manufacturers set different prices accordingly.

One pattern that is noticeable from the numbers above is that markups are
higher in the country in which each car is produced (e.g., Fiat in Italy). This may
correspond to a national bias that is reflected in a lower demand elasticity (e.g.,
Italian buyers are so keen on Fiat cars that their demand is inelastic).

By contrast, the disparity of markups for Japanese cars (e.g., the Nissan Micra)
can be explained by the restrictive import quotas in France and Italy.

�(p1, p2) = p1D1(p1) + p2D2(p2) − C
(
D1(p1) + D2(p2)

)
,

where pi is price in market i. Profit maximization implies that MR1 = MR2 = MC , where
MRi is marginal revenue in market i and MC is marginal cost. This in turn implies the
well-known elasticity rule:

p1

(
1 − 1

ε1

)
= p2

(
1 − 1

ε2

)
= MC ,

where εi ≡ − ∂qi
∂pi

pi
qi

is the price elasticity of demand.



172 Part 4 Chapter 10

It follows that:

Under third-degree price discrimination, a seller should charge a lower price in
those market segments with greater price elasticity.

A model like this explains, among other things, why the export price may be lower
than the price set for the domestic market. This would be optimal when the demand
elasticity in the export market is sufficiently greater than the elasticity in the domestic
market to the point of compensating the greater transportation cost to the export market.

10.3 NONLINEAR PRICING

There are a number of products and services for which consumers must decide not only
whether to buy but also how much to buy. Examples range from utilities (electricity,
water, telephone services, etc.) to the size of a cup of soda or the number of scoops in an
ice cream cone. A tantalizing possibility then is for the seller to charge different prices
according to the quantity consumed. As we saw in the previous section, this corresponds
to nonlinear pricing, a form of second-degree price discrimination.

The simplest case of nonlinear pricing, the one we will focus on for most of this
section, is a two-part tariff: a fixed part f , which each consumer must pay regardless
of quantity purchased, and a variable part p, proportional to the quantity purchased.d

d Strictly speaking, the amount

paid, f + pq, is a linear function of

the quantity bought. The key point

is that price per unit, p + f /q, is

not constant.

Would a monopolist seller, say a telephone operator, gain from setting a two-part tariff?
If so, what would the optimal values of f and p be? To begin with the simplest case,
suppose that all consumers have the same demand curve D(p) and that the monopolist
has a linear cost function (constant marginal cost c), as in figure 10.1. If the seller were
to set a uniform price, that is, independent of quantity, then the optimal value would be
pM . This is the monopoly price derived in chapter 5, the point where marginal revenue
equals marginal cost. Under this solution, profits are given by A.

Now, suppose that the monopolist sets a two-part tariff. Whatever the value of p
is, the seller should set f at the maximum value such that consumers are still willing to
buy. This maximum is given by consumer’s surplus, CS(p), the area under the demand
curve and above price. For example, for p = pM , consumer surplus is given by area B,
that is, CS(pM ) = B. If, instead, price is equal to marginal cost c, then CS(c) = A + B + C .

Let π(p) be the monopolist’s variable profit as a function of the price it sets, that
is, π(p) = (p − c)D(p). If the seller sets the highest fixed fee that consumers are willing
to pay, then its total profits are given by
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�(p) = π(p) + f = π(p) + CS(p).

But this is exactly the total surplus W (p), that is, �(p) = W (p). This implies one first
important result: If the seller can set a two-part tariff and all consumers have identical
demands, then the (variable) price that maximizes total profits is the same that maxi-
mizes total surplus, that is, the efficient price.

As we know, efficiency (total surplus maximization) implies that price equals
marginal cost, and so the optimal two-part tariff has p = c. The optimal fixed part
would then be the consumer surplus corresponding to p = c, that is, f = CS(p) = CS(c) =
A + B + C . Notice that the introduction of a two-part tariff (1) increases profits from
A to A + B + C (the seller makes no money at the margin but receives a huge fixed
fee); (2) increases total surplus from A + B to A + B + C (a larger quantity is sold, as
efficiency would dictate); and (3) increases gross consumer surplus from B to A + B + C
(the marginal price drops from monopoly price, pM , to marginal cost; but (4) decreases net
consumer surplus (net of the fixed fee) from B to zero (all of the gross consumer surplus
is captured by the monopolist through the fixed fee). In other words, total efficiency
increases but consumer welfare decreases as a result of a nonlinear pricing. In section
10.5, when we examine the public policy issues created by price discrimination, we will
see that the trade-off between social efficiency and consumer welfare is one of the main
issues to be considered.

Figure 10.1 Price Discrimination.
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Although the preceding result was derived for a particular set of assumptions (all
consumers are identical), one can make the general point that:

A monopolist’s optimal two-part tariff consists of a positive fixed fee and a variable
fee that is lower than monopoly price. Total surplus is therefore greater than under
uniform pricing.

Multiple Consumer Types and Multiple Two-Part Tariffs

Suppose now that there are multiple (two, for example) types of consumer. Suppose,
moreover, that type 2 users are “heavy” users, so that CS2(p) > CS1(p) for every p, where
CSi(p) is consumer surplus for type i. Given that there are different types of consumers,
it is natural to assume that the seller sets different two-part tariffs. If the seller could
determine directly each consumer’s type, then the solution would be quite simple: The
seller would set p = c and f = CSi(c). The problem is that in most real-world cases,
the seller cannot directly observe the consumer type; even if that were possible, price
discrimination of this type (imposing different two-part tariffs on different consumers)
would most likely be considered illegal.

But suppose the seller offers consumers the choice of different two-part tariffs.
Continuing with the example of a telecom operator, this would correspond to offering

Box 10.2 Nonlinear Pricing of Mobile Phone Calls

There are four mobile-phone operators in the United Kingdom: Vodaphone,
Cellnet, Orange, and One2One. In 1996, One2One announced a series of “service
packages” to take effect on October 1, 1996. Essentially, a service package is a set
of options and rates, including more than 15 different items. The following table
shows some of the rates for two of the plans offered by One2One (four packages
are available, including, in addition to the ones listed, “One2One Diamond” and
“One2One Silver”).

One2One Bronze One2One Gold

Monthly Rental £17.50 £36.00
Weekday Daytime Rate 29p 18p

These numbers illustrate the idea of price discrimination based on sorting
consumers by different combinations of fixed fee and variable fee.
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different optional calling plans, a common practice (box 10.2). Could this improve the
seller’s profit? Consider the set of two-part tariffs suggested earlier: one calling plan with
p = c and f = CS1(c), intended to be chosen by type 1 consumers; and another calling
plan with p = c and f = CS2(c), intended to be chosen by type 2 consumers. This menu
of calling plans would not work: Both types of consumers would strictly prefer to adopt
the first calling plan: The marginal price is the same and the fixed fee is smaller for the
first plan.

If the seller wants consumers to sort between calling plans, then it must make
sure that type 2 consumers have no incentive to adopt the first calling plan. Moreover,
the seller must make sure that each type of consumer prefers to pay the fixed fee and
consume its optimal quantity rather than not consuming at all. In economics jargon, the
seller must take into account (1) the incentive-compatibility constraint (type i prefers
plan i to plan j); and (2) the participation constraint (each consumer prefers to consume
relatively to not consuming at all).

It can be shown that the optimal menu of calling plans consists of f1 = CS1(p1),
p1 > c; and f1 < f2 < CS2(p1), p2 = c. In words, the high-consumption types pay a
relatively high fixed fee, f2 > f1, but a low marginal fee, p2 = c. The low-consumption
types, in turn, pay a lower fixed fee, f1 = CS1(p1), but a higher marginal fee, p1 > c.

It is important to understand that consumers of type i choose the calling plan (fi, pi)

because they want to. That is, given the menu of calling plans (f1, p1), (f2, p2), type 1
consumers prefer plan 1 and type 2 consumers prefer plan 2. For this reason, the seller
does not need to identify the group each consumer belongs to: Consumers are sorted out
by self-selection.

By comparison with the one-type case, this solution differs in two ways. First,
low types pay a price that is greater than marginal cost (p1 > c), which implies that the
solution is not efficient. Second, high-consumption buyers pay a fixed fee that is less
than their willingness to pay, that is, f2 < CS2(p2), where CS2(p2) is the willingness to
pay. As a result, the seller’s profit is lower than it would be were it able to differentiate
consumers directly. The loss of profits is the price the seller must pay to sort buyers by
means of self-selection.

10.4 VERSIONING, BUNDLING, AND OTHER FORMS

OF CONSUMER SORTING

In section 10.1, we defined third-degree price discrimination as the case when different
prices are charged to different groups of consumers. Several examples were presented,
including student prices and pricing of cars in different European countries. These
examples have one thing in common: the seller can identify the group to which each
consumer belongs (in which country he or she lives, whether or not he or she is a student,
and so forth) based on some observable external characteristic.
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There are many examples, however, in which the seller knows that the population
of potential consumers is divided into groups, but cannot identify which group each
consumer belongs to. For example, airlines know that people fly for business or for
leisure, and that the willingness to pay is higher among business travelers. However,
it would be difficult to identify business travelers directly, especially if the fare they are
charged is higher than the fare paid by leisure travelers.

Even if direct identification of each consumer’s group is impossible, the seller
can still attempt to indirectly sort consumers by group. The idea is to offer different
“deals” (e.g., different combinations of price and quality) such that consumers self-select
according to the group they belong to. Pex and Apex airfares are an example of this.
Because these fares imply a number of restrictions—for example, a Saturday night stay in
the place of destination—business travelers are unlikely to purchase such fares. Airlines
are thus able to sort out low-valuation leisure travelers (and most academics), who will
change their schedule to take advantage of the discount fares.

Versioning
116

Dupuit, a nineteenth century French engineer and economist, remarks on the practice of
the three-class rail system:

It is not because of the few thousand francs which would have to be spent to put a roof
over the third-class carriages or to upholster the third-class seats that some company
or other has open carriages with wooden benches. . . . What the company is trying to
do is prevent the passengers who can pay the second-class fare from traveling third-
class; it hits the poor, not because it wants to hurt them, but to frighten the rich. . . .
And it is again for the same reason that the companies, having proved almost cruel to
third-class passengers and mean to second-class ones, become lavish in dealing with
first-class passengers. Having refused the poor what is necessary, they give the rich what
is superfluous.117

This is a classical example of price discrimination: By offering a number of “packages” of
price and quality level, the seller is able to sort consumers according to their willingness
to pay. Examples of this practice, which we may refer to as versioning, are common:
paperback books, business and first classes in aircraft, “gold” credit cards, and so forth.

One extreme form of versioning occurs when firms reduce the quality of some of
their existing products in order to price-discriminate, that is, firms produce damaged
goods. For example, Pex and Apex airfares are normal economy fares with additional
restrictions, such as the requirement of a Saturday night stay. These restrictions create
no particular benefit for the airlines; they are simply a means of reducing the quality
of the service provided. Another example is provided by student versions of software
packages: Mathematica’s student version consists of the standard software together with
a special flag that prevents the use of a math coprocessor (even if the computer has one).
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As of 1993, the student version was selling for $180, less than a quarter of the normal
price.

Discount airfares and student versions are examples in which production cost is
the same for the high-quality and low-quality products. However, there are examples
in which the firm must actually incur an extra cost to produce a low-quality product.
Box 10.3 contains a number of examples of costly damaged goods. These examples
are interesting for two reasons. First, they provide an unequivocal instance of price
discrimination by quality differentiation, or versioning. In general, an argument can be
made that price differences are the result of cost differences. For example, an airline

Box 10.3 Intel, IBM and Sony Damage Their Products
118

The practice of selling lower quality, in fact, “damaged,” goods as a means to price-
discriminate between high-valuation and low-valuation consumers is common
among several high-tech firms.

. Intel’s 486 generation of microprocessors came under two versions: the 486DX
and the 486SX. Although there were significant differences in performance, “the
486SX is an exact duplicate of the 486DX, with one important difference—its
internal math coprocessor is disabled. . . . [The 486SX] sold in 1991 for $333 as
opposed to $588 for the 486DX.”

. “In May 1990, IBM announced the introduction of the LaserPrinter E, a lower-
cost alternative to its popular LaserPrinter. The LaserPrinter E was virtually
identical to the original LaserPrinter, except that the E model printed text at 5
pages per minute (ppm), as opposed to 10 ppm for the LaserPrinter. . . . The
LaserPrinter uses the same “engine” and virtually identical parts, with one
exception: . . . [it includes] firmware [which] in effect inserts wait states to slow
print speed.”

. “Sony recently introduced a new digital recording-playback format intended to
replace the analog audio cassette, but offering greater convenience and dura-
bility: [the MiniDisc]. Minidiscs are similar in appearance to 3.5-in computer
diskettes, and they come in two varieties: prerecorded and recordable. The lat-
ter, in turn, “come in two varieties: 60-minute discs and 74-minute discs. The
list prices for these discs are currently $13.99 and $16.99. Despite the difference
in price and recording length, the two formats are physically identical. . . . A
code in the table of contents identifies a 60-minute disc and prevents recording
beyond this length, even though there’s room on the media.”
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might argue that business class fares are higher than economy fares because the marginal
cost of a business class seat is higher. (Still, as Dupuit would argue, the cost difference
can hardly justify the observed price difference.) But in the case of damaged goods, such
argument would not hold: Price differences can be justified only by price discrimination.
If it were only a matter of cost, then the low-quality product should be, if anything, more
expensive than the high-quality product.

Second, the examples suggest that price discrimination may actually be good news
for everyone, that is, it may lead to a strict Pareto improvement in which the firm, the
high-valuation consumers, and the low-valuation consumers are all made better off.e The

e A Pareto improvement is a change

that makes all agents concerned

better off, or at least as well off as

they were initially.

firm is clearly better off, or else it wouldn’t price-discriminate. Low-valuation consumers
are better off because, absent damaged goods, they wouldn’t buy at all: It is better to buy
at a low price a good that is damaged (a restricted fare, a crippled piece of software) than
to not buy at all. Finally, high-valuation consumers are likely to be better off because the
firm may have to reduce the price for the high-quality version. This is because a large
price gap may induce some of the high-valuation consumers to switch to the low-quality
version.

Bundling

Movie distributors frequently force theaters to acquire “bad” movies if they want to show
“good” movies from the same distributor. Photocopier manufacturers offer bundles that
include the copier itself as well as maintenance; they also offer the alternative of buying
the copier and servicing separately. These are examples of tie-in sales, or bundling,
an alternative strategy for sorting consumers and price-discriminating between them.
A distinction can be made between pure bundling, whereby buyers must purchase the
bundle or nothing (as in the case of movie distributors) and mixed bundling, whereby
buyers are offered the choice between purchasing the bundle or one of the separate parts
(as in the case of the photocopier and after-sales service).

As a motivating example for the analysis that follows, consider the pricing of Mi-
crosoft Office. This is a software “suite” that comprises a series of different applications:
Excel, Word, Powerpoint, Access, and Microsoft Mail. The individual prices for each
of these applications were, in 1993, $80 for Microsoft Mail and $495 for each of the
remaining applications (Total: $2060). However, the price for the entire package was
$750.119 How can this be a profitable strategy for Microsoft? To address this question,
let us consider a simple numerical example of a software company. The company owns
two different applications: a word processor and a spreadsheet. Some users are mainly
interested in a word processor (“writers”), some work exclusively with spreadsheets
(“number crunchers”), and a third group uses both word processors and spreadsheets
(“generalists”).

The following table summarizes the willingness to pay for each application by each
type of software user. It also indicates the number of users of each type. Based on this
table, we can determine the software company’s optimal price policy.
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Willingness to Pay for:

User Type No. Users Word Processor Spreadsheet

Writer 40 50 0
Number cruncher 40 0 50
Generalist 20 30 30

Because the costs of producing software are all fixed (i.e., they do not depend on
the number of copies sold), the software company is effectively interested in maximizing
revenues.

One possible strategy for revenue maximization is to sell each application sepa-
rately. If that were the case, then the optimal price would be 50. At this price, the company
would sell 40 copies of each application, and revenues would be 2000 per application,
or a total of 4000. The alternative price under the strategy of individual-application sell-
ing is p = 30. In this case, sales would be 60 per application and the revenue 1800 per
application, which is less than 2000. Consider now the following alternative strategy:
In addition to selling each application separately, the software company sells for 60 a
package (a “suite”) comprising both applications. From the perspective of the writer or
the number cruncher types, this makes no difference. Each still will prefer to buy the
preferred application for 50. True, for a mere extra 10 they would be able to acquire a
second application but the extra utility of doing so would be zero.

The main difference with respect to the initial case is that the suite would be
purchased by eclectic types who, at 50 per application, would be unwilling to buy but
who, at 60 for the package, are willing. As a result, the seller now receives a total revenue
of 4000 from individual-application sales plus 1200 (20 times 60) from suite sales, a 30%
increase in revenue over the no-bundling case.

In summary:

By offering different versions of the same product, or different packages of related
products, a seller may be able to indirectly discriminate between different types of
buyers.

Durable-Goods Pricing

Nondurable goods, like groceries or bus rides, are defined by a demand flow: In each
period, consumers need to purchase a certain amount. By contrast, the decision to buy
a durable good is one in which timing is of the essence. I can buy a computer today or
wait for a few months (and in the meantime, hold on to the one that I currently own).
Similar reasoning applies to buying a car and other related products.

Pricing durable products involves one additional dimension of price discrimina-
tion—time. By setting different prices now and in the future, a monopolist may be able



180 Part 4 Chapter 10

to sell both to high-valuation buyers at a high price and to low-valuation buyers at a
low price—the dream of any monopolist. The idea is to set a high price today and hope
that high-valuation buyers will take it. And then, in the future, once all high-valuation
buyers have made their purchase, set a low price that will attract additional sales from
low-valuation buyers who still have not made a purchase.

Unfortunately, the hope that high-valuation buyers will make a purchase in the first
period may be just that—hope. In fact, a rational buyer should put itself in the seller’s
shoes and figure that it will be in the latter’s interest to lower prices in the future. Because
even high-valuation buyers prefer to pay low prices, the outcome of the high-price-today-
and-low-price-tomorrow strategy may turn out to be that most buyers prefer to wait for
the future low price. The seller’s price discrimination strategy then will have backfired
in several ways: First, sales are much slower; and second, average price is much lower
than it would have been if the seller had simply set the monopoly price in both periods.
In other words, the possibility of setting different prices in each period, at first sight an
advantage to the seller, turns out to be its “curse,” for total profits are lower.f

f Commenting on the sad state of

the personal computer industry,

someone remarked that “the

industry has set a trap for itself.

‘Everybody folds their arms and

says, “I’ll just wait for the next price

cut,” ’ says one consultant.”120

When selling a durable good, sellers may want to commit to nonprice-discrimina-
tion over time. In fact, because of “strategic” purchase delays, profits may be lower
under price discrimination.

There are a number of ways in which the seller can avoid the durable-goods “curse.”
One is to commit to not lower price in the future. Chrysler, for example, offers a “lowest-
price guarantee”: If, in the future, it lowers the price of a given car model, it will refund all
previous buyers for the difference. The incentive to not lower price in the future is then
so strong that buyers have little reason to expect prices will come down in the future;
thus they have little incentive to delay purchases.g

g Notice the irony of the lowest-

price “guarantee”: Although at

first it may seem to protect the

consumer, the end result is that the

latter pays a higher price than it

would, absent any guarantee.

Alternatively, the seller may decide not to sell the durable good, only to lease it.
This is what Xerox did with its photocopiers in the late 1960s and early 1970s, at a
time when it commanded substantial market power in the industry. A no-sale, lease-
only policy effectively turns a durable good into a nondurable one: Buyers need to pay
the lease every period that they want to use a photocopier; there is no point in delaying
the time for getting a photocopier in the hope of saving on purchase price.

10.5 IS PRICE DISCRIMINATION LEGAL?

SHOULD IT BE?

As was mentioned in section 10.1, the extreme case of perfect price discrimination
provides a useful framework for the welfare analysis of price discrimination. Figure 10.1,
previously introduced in this chapter, represents the monopoly equilibrium with and
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without perfect discrimination, assuming linear demand, D, and linear costs (constant
marginal cost c). A monopolist that cannot price-discriminate sets price pM , thus selling
output qM . Under this solution, profits are given by A and consumer’s surplus by B; total
surplus is thus A + B. Consider now the case when the seller can discriminate between
different buyers. The price charged to each buyer is given by the latter’s willingness
to pay. The monopolist thus will sell to all buyers whose willingness to pay exceeds
marginal cost, that is, to all buyers from 0 to qD. The monopolist’s profit is now given
by A + B + C , whereas consumer’s surplus is zero; total surplus is therefore A + B + C .
There are several relevant points in the comparison between the solutions, both with
and without price discrimination:

. Total welfare is greater under price discrimination (A + B + C as opposed to A + B).

. Consumer welfare is lower under price discrimination (zero as opposed to B).

. Different consumers pay different prices under price discrimination.

. More consumers are served under price discrimination. (Specifically, all consumers
between qM and qD are served under price discrimination but not under uniform
price.)

Although this is a simple, extreme example, it serves to illustrate the main trade-
offs implied by price discrimination: (1) the trade-off between efficiency (which favors
price discrimination) and consumer welfare (which favors uniform pricing) and (2)
the trade-off between “fairness” (which favors uniform pricing) and the objective of
making the good accessible to as many consumers as possible (which favors price
discrimination).h If distribution concerns are not very important, then a case can be made

h There is no good simple term to

designate this. In telecommuni-

cations, the expression universal

service is used.

in favor of price discrimination, for it increases total efficiency. However, if distribution
between firms and consumers, as well as across consumers, is an important issue, then
a case can be made for disallowing price discrimination.

This analysis is a bit simplistic, and several qualifications are in order. First, it may
happen that total efficiency decreases as a result of price discrimination. For example,
if perfect price discrimination is costly, it may be that the gains for the seller do not
compensate the losses imposed on consumers (see exercise 10.15). Likewise, it can be
shown that spatial price discrimination decreases efficiency when demand curves are
linear, for example.

Second, there are cases when price discrimination implies a strict Pareto improve-
ment, whereby both the seller and consumers are made better off (more specifically,
some are equally well off and some are strictly better off as a result of price discrimina-
tion). The examples of damaged goods and bundling, presented in section 10.4, prove
this point.
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The analysis is further complicated by the fact that, both in the United States and
Europe, public policy toward price discrimination has been driven by considerations
that differ from the principles of economic efficiency outlined earlier.

In the United States the main concern has been to prevent price discrimination
from injuring competition. In particular, the Robinson-Patman Act states that

It shall be unlawful for any person engaged in commerce . . . to discriminate in price
between different purchasers of commodities of like grade and quality . . . where the
effect of such discrimination may be substantially to lessen competition or to tend to
create a monopoly in any line of commerce.

In the 1950s, Anheuser-Busch lowered the price of its Budweiser beer in the St. Louis
market with respect to the price that it charged elsewhere in the United States. The
Supreme Court determined that such practice violated the Robinson-Patman Act by
injuring local competitors. In fact, Budweiser’s market share rose from 12.5% to 39.3%
as a result of the price cut. The case was remanded to the Appeals Court for further
consideration. Here, the decision was made to dismiss the case on the basis that no
injury to competition was made and that the primary beneficiaries of the price cut were
St. Louis customers. This case illustrates one of the central dilemmas for public policy
toward pricing strategies, namely, how to balance the anti-competitive effects (injury to
competition, which in the limit, may lead to exit and a more concentrated industry) and
the pro-competitive effects (lower prices). Chapter 15 develops this theme further.

A more recent case, which illustrates a similar trade-off, is that of the pharmaceu-
tical industry:

Four major pharmaceutical companies have agreed to pay about $350 million to settle
class-action price-fixing litigation brought against them . . . by independent U.S. phar-
macies and drugstore chains. . . . The suits generally allege that a dual system of drug
pricing had improperly arisen in the United States during the first half of the 1990s, with
a discounted pricing system that pharmaceutical companies offered to big managed-care
companies and health maintenance organizations, while a range of higher prices were
offered to drugstores and big pharmacy chains.

At issue was whether the two-tiered pricing system stemmed from normal market
forces, as the pharmaceutical industry has contended, or from a price-fixing conspiracy,
as the plaintiffs maintain.121

In the European Union, a classic case of price discrimination is that of United
Brands, who sold bananas in different European countries. Although the transportation
costs to each country differed by very little, the wholesale prices charged in each country
differed a great deal. At one point, the price in Denmark was more than two times the
price in Ireland. United Brands argued that it only adapted its prices to what each market
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could bear—the essence of third-degree price discrimination. The European Commission
decided that such practice was in breach of Article 86 of the Treaty of Rome, which
forbids the abuse of dominant position.i Generally, it stated that

i This ruling was important, among

other reasons, because “abuse of

dominant position” is a rather

vague concept for which no clear

definition has been given.

The Commission has the firm intention of systematically applying Article 86 against
undertakings in a dominant position which directly or indirectly impose discriminatory
or unfair prices, . . . [on account of] the injury which these practices can cause to the
user and the consumer.

The economic analysis in this chapter suggests that the grounds for the preceding
justification are, at least, dubious.

A decision by the European Court of Justice seems to confirm this view. Silhouette,
an Austrian maker of eyeglass frames, refused to sell its glasses to Hartlauer, a discount
store chain. Hartlauer bought 21,000 Silhouette eyeglass frames in Bulgaria at a low price
and announced its sale in Austria. The European Court judged that Silhouette’s trademark
rights extend to the point of limiting the import of its products from other countries (also
known as buying in the grey market).

This decision will have important consequences. U.K. supermarket chains, for
example, have sold Levi’s, Adidas, and Nike products imported from countries where
prices are lower.122 This is one instance of the point made at the beginning of the chapter:
If resale is easy, then price discrimination is difficult. By allowing manufacturers to
limit the imports of their products into the European Union, the recent court decision
essentially allows the manufacturers to price-discriminate between the European Union
and the rest of the world.

In summary, it would appear that the European Union is very concerned with price
discrimination within Europe but less so between Europe and the rest of the world. In
fact, E.U. law dictates that a manufacturer has no right to restrict the subsequent sale of
trademarked goods within the E.U. after their initial sale.

By contrast to the European Union, the U.S. Supreme Court has taken the view that,
once a company sells a product, it has no right to restrict its subsequent resale unless the
product is altered in a way that may mislead consumers. In other words, parallel imports
are allowed. Price discrimination between the United States and the rest of the world is
therefore difficult.123

Summary

. Price discrimination, the practice of setting different prices for the same good, requires
the absence of resale opportunities.
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. Sellers can price-discriminate either based on observable buyer characteristics (third-
degree price discrimination) or by inducing buyers to self-select among different
product offerings (second-degree price discrimination).

. Under third-degree price discrimination, a seller should charge a lower price in the
market segments with greater price elasticity.

. Second-degree price discrimination is achieved by offering different versions of the
same product, or different packages of related products.

. When selling a durable good, sellers may want to commit to not price-discriminate
over time. In fact, because of “strategic” purchase delays, profits may be lower under
price discrimination.

Key Concepts

. price discrimination

. arbitrage and resale

. first-, second-, and third-degree price discrimination

. selection by indicators and self-selection

. two-part tariffs and nonlinear pricing

. versioning

. bundling

. durable goods

Review and Practice Exercises

10.1 First-time subscribers to the Economist pay a lower rate than repeat subscribers.
Is this price discrimination? Of what type?

10.2 Many firms set a price for the export market that is lower than the price for the
domestic market. How can you explain this policy?
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10.3 Cement in Belgium is sold at a uniform delivered price throughout the country,
that is, the same price is set for each customer, including transportation costs, regard-
less of where the customer is located. The same practice is also found in the sale of
plasterboard in the United Kingdom.124 Are these cases of price discrimination?

10.4 A restaurant in London has removed prices from its menu: Each consumer
is asked to pay what he or she thinks the meal was worth. Is this a case of price
discrimination?

10.5 In the New York Fulton fish market, the average price paid for whiting by Asian
buyers is significantly lower than the price paid by white buyers.125 What (if any) type
of price discrimination does this correspond to? What additional information would you
need to answer the question?

10.6 Supermarkets frequently issue coupons that entitle consumers to a discount in
selected products. Is this a promotional strategy, or simply a form of price discrimina-
tion? Empirical evidence suggests that paper towels are significantly more expensive in
markets offering coupons than in markets without coupons.126 Is this consistent with
your interpretation?

10.7∗∗ A market consists of two population segments, A and B. An individual in
segment A has demand for your product q = 50 − p. An individual in segment B has
demand for your product q = 120 − 2p. Segment A has 1000 people in it. Segment B has
1200 people in it. Total cost of producing q units is C = 5000 + 20q.

a. What is total market demand for your product?

b. Assume that you must charge the same price to both segments. What is the profit-
maximizing price? What are your profits?

c. Imagine now that members of segment A all wear a scarlet “A” on their shirts or
blouses and that you can legally charge different prices to these people. What price
do you change to the scarlet “A” people? What price do you charge to those without
the scarlet “A”? What are your profits now?127

10.8∗ Coca-Cola announced that it is developing a “smart” vending machine. Such
machines are able to change prices according to the outside temperature.128

Suppose for the purposes of this problem that the temperature can be either “High”
or “Low.” On days of “High” temperature, demand is given by Q = 280 − 2p, where Q
is number of cans of Coke sold during the day and p is the price per can measured in
cents. On days of “Low” temperature, demand is only Q = 160 − 2p. There is an equal
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number of days with “High” and “Low” temperature. The marginal cost of a can of Coke
is 20 cents.

a. Suppose that Coca-Cola indeed installs a “smart” vending machine, and thus is able
to charge different prices for Coke on “Hot” and “Cold” days. What price should Coca-
Cola charge on a “Hot” day? What price should Coca-Cola charge on a “Cold” day?

b. Alternatively, suppose that Coca-Cola continues to use its normal vending machines,
which must be programmed with a fixed price, independent of the weather. Assuming
that Coca-Cola is risk neutral, what is the optimal price for a can of Coke?

c. What are Coca-Cola’s profits under constant and weather-variable prices? How much
would Coca-Cola be willing to pay to enable its vending machine to vary prices with
the weather, that is, to have a “smart” vending machine?

10.9∗ Suppose the California Memorial Stadium has a capacity of 50,000 and is used
for exactly seven football games a year. Three of these are average games, with a demand
for tickets given by D = 150, 000 − 3p per game, where p is ticket price. (For simplicity,
assume there is only one type of ticket.) Three of the season games are not so important,
the demand being D = 90, 000 − 3p per game. Finally, one of the games is really big,
the demand being D = 240, 000 − 3p. The costs of operating the stadium are essentially
independent of the number of tickets sold.

a. Determine the optimal ticket price for each game, assuming the objective of profit
maximization.

Given that the stadium is frequently full, the idea of expanding the stadium has
arisen. A preliminary study suggests that the cost of capacity expansion would be
$100 per seat per year.

b. Would you recommend that the University of California go ahead with the project of
capacity expansion?

10.10∗∗ Your software company has just completed the first version of SpokenWord, a
voice-activated word processor. As marketing manager, you have to decide on the pricing
of the new software. You commissioned a study to determine the potential demand for
SpokenWord. From this study, you know that there are essentially two market segments
of equal size, professionals and students (one million each). Professionals would be
willing to pay up to $400 and students up to $100 for the full version of the software.
A substantially scaled-down version of the software would be worth $50 to consumers
and would be worthless to professionals. It is equally costly to sell any version. In fact,
other than the initial development costs, production costs are zero.

a. What are the optimal prices for each version of the software?
Suppose that, instead of the scaled-down version, the firm sells an intermediate

version that is valued at $200 by professionals and $75 by students.
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b. What are the optimal prices for each version of the software? Is the firm better off by
selling the intermediate version instead of the scaled-down version?

Suppose that professionals are willing to pay up to $800(a − .5), and students
up to $100a, for a given version of the software, where a is the software’s degree of
functionality: a = 1 denotes a fully functional version, whereas a value a < 1 means
that only 100a% features of the software are functional. It is equally costly to produce
any level of a. In fact, other than the initial development costs, production costs are
zero.

c. How many versions of the software should the firm sell? Which versions? What are
the optimal prices of each version?

10.11∗ One of the arguments used in Microsoft’s defense against allegations of monop-
oly behavior is that it “cannot charge a monopoly price because it faces competition
from . . . its own installed base.” Based on the preceding discussion on durable goods,
how would you qualify or extend Microsoft’s defense?

10.12 In 1998, the European Commission fined Volkswagen more than $100 million
for preventing its dealers in Italy from selling to foreign buyers. Is this consistent with the
European Commission’s policy regarding price discrimination? Is this the right decision
from a social welfare point of view?

Extension Exercises

10.13∗ Can coupons be used to price-discriminate? How? Empirical evidence suggests
that, in U.S. cities where coupons are used more often, breakfast cereals are sold at a
lower price.129 Is this consistent with the interpretation that coupons are used for price
discrimination? If not, how can the empirical observation be explained?

10.14∗∗ In September 1997, the New York State’s attorney general pressed charges
against Procter & Gamble over the fact that P&G eliminated the use of coupons. The
argument was that P&G was colluding with rivals to eliminate coupons, for doing so “only
works if everybody goes along with it.”130 What does this suggest about the practice of
price discrimination in the context of oligopoly? (In the end, P&G, although not admitting
any wrongdoing, agreed on a $4.2 million settlement of the charges.)

10.15∗ Suppose that perfect price discrimination implies a transaction cost T , incurred
by the seller. Show that perfect price discrimination may be optimal for the seller but
welfare-decreasing for society as a whole.
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10.16∗ Consider the model of a monopolist with two markets presented in section
10.1. Suppose that the seller has a limited capacity and zero marginal cost up to capacity
(or very low marginal cost). An example of this would be an airline with two types of
passengers, or a football stadium with two types of attendees.

Derive the conditions for optimal pricing. How do they relate to the case when
there are no capacity constraints?

10.17∗∗∗ Consider the model of nonlinear pricing introduced in section 10.3. Suppose
there are two types of consumers, in equal number. Type 1 have demand D1(p) = 1 − p,
and type 2 D2(p) = 2(1 − p). Marginal cost is zero.

a. Show that, if the seller is precluded from using non-linear pricing, then the optimal
price is p = 1

2 and profit is 3
8 .

b. Show that, if the seller must set a single two-part tariff, then the optimal values are
f = 9

32 and p = 1
4 , for a profit of 9

8 .

c. Show that, if the seller can set multiple two-part tariffs, then the optimal values are
f1 = 1

8 , p1 = 1
2 , f2 = 7

8 , p2 = 0, for a profit of 5
4 .

d. Show that, like profits, total surplus increases from (a) to (b) and from (b) to (c).

10.18∗∗ Many retail stores set lower-than-usual prices during a fraction of the time
(sale). One interpretation of this practice is that it allows for price discrimination between
patient and impatient buyers.

Suppose that each buyer wants to purchase one unit per period. Each period is
divided into two subperiods—the first and the second part of the period. Suppose there
are two types of buyers, i = 1, 2. Each type of buyer is subdivided according to the part of
the period they would ideally like to make their purchase. One half of the buyers would
prefer to purchase during the first part of the period, one half during the second part. A
buyer of type i is willing to pay vi for a purchase during his or her preferred part of the
period; and vi for a purchase at another time.

Buyers of type 1, which constitute a fraction α of the population, are high-valuation,
impatient buyers; that is, v1 is very high and v1 very low. High valuation implies that
v1 is very high; impatience implies that v1 is very low: Buyers of type 1 are not willing
to buy at any time other than their preferred time. Buyers of type 2, by contrast, are
patient: v2 ≈ v2. Assume that α is relatively low, specifically, α < v2/v1. To summarize:
v1 > v2 ≈ v2 > αv1 > v1 ≈ 0.

a. Show that, under a constant-price strategy, the seller optimally sets p = v2.

b. Determine firm profits when it sets prices p = v1 and p = v2 in the first and second
parts of the period, respectively.

c. Show that profits are greater under the “sales” strategy.
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Vertical Relations

Although we normally think of firms as selling products and services to consumers,
the fact is that most firms sell to other firms, not to final consumers. Cement producers
sell cement to concrete producers, who then sell concrete to construction firms; TV set
manufacturers sell TV sets to retailers, who then sell them to consumers; and so forth.

There are at least two reasons why the relation between a manufacturer and a
retailer is substantially different from the direct relation between a firm and the final
consumer. First, the firm that sells directly to the consumer normally controls most of the
variables that determine consumer demand: price, quality, advertising, sales service, and
so forth. The same is not true, however, for a manufacturer who sells through a retailer:
There are many determinants of final demand that fall beyond the manufacturer’s control.
For example, the level of sales service and local advertising is normally controlled by
the retailer. In particular, the retail price, an essential determinant of final demand, is set
by the retailer, not the manufacturer. In summary, the demand faced by a manufacturer
depends on the price it sets (the wholesale price) and on a host of other factors, most of
which it does not directly control.

A second reason why selling to a retailer is substantially different from selling to the
final consumer is that retailers compete with each other (whereas consumers do not). In
particular, each retailer cares about the wholesale price it has to pay the manufacturer, as
well as the wholesale price paid by other retailers. This is so because the wholesale price
determines marginal cost (the retailer’s marginal cost), and each firm’s equilibrium profit
is a function of all firms’ marginal cost.a These two reasons justify the separate treatment

a There is a third reason why selling

to intermediate firms is different

from selling to consumers: The

number of intermediate firms is

small, whereas the number of final

consumers is large; a firm that sells

to the final consumer has more

market power than a firm that sells

to other firms. In fact, there are

cases when most of the market

power is on the buyer’s side: Large

supermarket chains, for example,

have a great degree of market power

with respect to suppliers.

of vertical relations between firms. By “vertical relations,” we mean relations between
two firms in sequence along the value chain, as in the previous examples. Normally, we
will refer to the case of a manufacturer selling to one or several retailers. However, the
analysis in this chapter applies generally to cases when there is an upstream firm (e.g.,
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cement producer, flour producer) selling to a downstream firm (e.g., concrete producer,
bakery).

In each section of this chapter, we discuss reasons why an upstream firm might
want to establish contractual terms different from those of a simple per-unit constant
price contract. These contractual clauses are frequently known as vertical restraints be-
cause they normally restrain the downstream firm in some way. For example, a minimum
or a maximum level may be imposed on the retail price.

Different vertical restraints may serve the same given purpose, and a given ver-
tical restraint may serve different purposes. This makes the policy analysis of vertical
restraints particularly difficult, because the use of a particular clause may be welfare-
enhancing in one case and welfare-reducing in another. We consider this problem in
section 11.6.

11.1 DOUBLE MARGINALIZATION

AND TWO-PART TARIFFS

Consider a structure consisting of an upstream firm (M ) and a downstream firm (R). Firm
R is best thought of as a retailer, while firm M could be the manufacturer of the product,
a wholesaler, or the supplier of an important input to firm R. For example, M could be
an oil refiner and R a gas station.

Suppose there is a demand for the final product (supplied by R), given by D(p).
As regards the production technology, we assume the simplest possible structure: To
produce one unit of output, R needs one unit of input. In fact, under the manufac-
turer/retailer interpretation, this is the right assumption: To sell one TV set, a retailer
must get exactly one TV set from the manufacturer. Suppose that R has no costs in ad-
dition to the wholesale price, w , that it pays its supplier. Finally, firm M has a constant
marginal cost c.

We begin by considering the profit-maximizing solution in a hypothetical situation
where M and R are vertically integrated. In this situation, the wholesale price is a mere
transfer price: What the (joint) firm maximizes is total profit π = (p − c)D(p). Let pM be
the price that maximizes this total profit.

Consider now the case when the firms are separated. Assume that the contractual
relations between M and R are confined to the determination of the wholesale price, w .
In other words, M determines w , and R chooses how much to buy given w . The first
point to make is that, under these circumstances, total profits for the two firms are lower
than what they would be under vertical integration.

Under vertical separation, R chooses p to maximize (p − w)D(p); in fact, w is effec-
tively R’s marginal cost. Therefore, to replicate the solution under vertical integration,
M would have to offer R a wholesale price equal to marginal cost. But then M ’s profit
would be zero. It is therefore optimal for M to set w above marginal cost. But then R sets
a price greater than pM , which is certainly not optimal for the firms as a group.
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Figure 11.1 Double Marginalization.

This situation is illustrated in figure 11.1. In this figure, pM is the monopoly
price for a vertically integrated firm. Under vertical integration, profits are given by
(pM − c)qM . Because the downstream firm is owned by the upstream firm, the latter
can, for example, set the wholesale price (which is simply a transfer price) equal to pM

and order the downstream firm to set a retail price equal to the wholesale price. Under
vertical separation, however, such a scheme would not work. In fact, the downstream
firm would be making zero profits, whereas, by setting price greater than pM , it would get
positive profits. Specifically, the optimal price for the downstream firm would be pR (the
point where marginal revenue intersects the retailer’s marginal cost, which is wholesale
price pM ). If retail price is set to pR, then manufacturer and retailer profits are given by πM

and πR, respectively. Notice that πM is lower than profits for the integrated firm. More
importantly, πM + πR is also lower than profits under integration. We could consider
other possible values of the wholesale price, lower than pM , but a similar inequality
would result.b

b As we saw earlier, if the wholesale

price is equal to marginal cost, then

total profits are equal to the case

of vertical integration. But the

upstream firm’s profits would then

be zero.

This is known as the double marginalization problem. Under vertical separation,
there are two monopoly pricing decisions being made. If the only contractual instrument
that M and R can use is the wholesale price, then two monopoly margins will be added to
marginal cost, resulting in a price that is greater than monopoly price. As a consequence,
the combined profits of M and R are lower than if they were integrated.c

c In fact, consumer welfare is also

lower under vertical separation,

because price is greater than

monopoly price.

The double marginalization problem is often invoked as an argument in favor of
vertical integration. However, the problem of double marginalization is not so much a
problem of vertical separation as it is a problem of limited contractual options between
the upstream and the downstream firms, as we will see next.
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Suppose that, in addition to determining a wholesale price, the upstream firm can
set a fixed fee f to be paid by R in case it wants to do any business with M . As in the
previous chapter, we call the pair (f , w ) a two-part tariff. Often, the fixed fee is also called
a franchise fee (although, in fact, franchise contracts involve more than just setting a fixed
fee). Generally, by analogy with nonlinear pricing (see chapter 10), contracts of this type
are an example of a nonlinear contract.d

d Strictly speaking, the amount

paid, f + wq, is a linear function of

the quantity bought. The key point

of a nonlinear contract is that price

per unit (w + f /q in the case of a

two-part tariff) is not constant.

Suppose that the manufacturer sets w = c and f = πM , where πM ≡ (pM − c)D(pM )

is monopoly profits for a vertically integrated firm. There are three points to notice about
this nonlinear contract: First, from the point of view of the firms, this contract is efficient,
that is, it maximizes their joint profits. This is so because the marginal cost taken into
consideration by the retailer (the wholesale price w ) is equal to the true marginal cost (c);
accordingly, the retailer sets price at the optimal level, that is, at the level that a vertically
integrated monopolist would set (pM ). Second, by pricing this way, the retailer receives
total gross profits π = πM (gross of the franchise fee); therefore, it is willing to pay up to
f = πM as a fixed fee. Finally, the manufacturer receives zero in terms of variable profit
(because it sells at marginal cost) but is able to recover all monopoly profits through the
fixed fee.

We thus conclude:

If nonlinear contracts are possible, then the optimal solution under vertical sepa-
ration is identical to that under vertical integration.

In fact, a general point is that, allowing for fixed fees, the upstream firm’s profit max-
imization problem is essentially equivalent to maximizing joint profits of the upstream
and the downstream firms, and then finding the maximum fixed fee that the downstream
firm is willing to pay.

This result needs to be qualified in several ways. First, we have assumed that there
is no competition at each stage. If there are several downstream firms competing against
each other, then the result that franchise fees are sufficient to capture monopoly profits
may fail to hold. This possibility is considered in the next sections. A second qualification
is that we have considered the case of complete information. If the upstream firm does
not know the downstream firm’s costs, then it may be optimal to set a variable fee that is
greater than average marginal cost. The preceding analysis shows how a vertical restraint
(a franchise fee) can be used by the upstream firm to improve its situation, in fact, to
achieve the optimal solution despite vertical separation. However, franchise fees are not
the only way of attaining the upstream firm’s objective. An alternative vertical restraint is
for the upstream firm to impose a maximum retail price. Specifically, the manufacturer
could impose pM as a maximum retail price and sell to the retailer at w = pM . In this
case, there would be no need for collecting a fixed fee.e

e The assumption that the retailer

has no costs other than paying

the wholesale price is important

here. If that were not the case, the

manufacturer would need to set w

less than pM or, alternatively, to

pay the retailer for the “service” of

selling its product. More on this in

section 11.5.
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11.2 RETAILER COMPETITION
131

Consider now the case in which there are two downstream firms, R1 and R2. (All of the
results we will present are equally true in the case in which there are n downstream firms.)
Assume, as before, that M ’s marginal cost is c, whereas each Ri has no other variable cost
than the wholesale price w (and no capacity constraints, that is, retailers can buy as much
as they want from the manufacturer). Whereas without retailer competition setting, w = c
leads the retailer to set p = pM , with retailer competition, w = c would lead to a retail
price below monopoly level. This is because, at p = pM , each retailer would have an
incentive to lower price and steal market share from the rival retailer.

Specifically, suppose that retailers compete à la Bertrand. Then in equilibrium
retail price would be equal to the wholesale price: Recall that the wholesale price is
the retailer’s marginal cost. If w = c, as before, then p = c and both manufacturer and
retailers make zero profits. Under Bertrand competition, the optimal solution would be
to set w = pM instead. For this wholesale price, retailers set, in equilibrium, p = pM , and
the manufacturer gets monopoly profits (in this case, the franchise fee would be zero).

It can be shown that, when retailers compete à la Cournot (an intermediate level
of competition), then the manufacturer’s optimal solution is to set a wholesale price
(strictly) between w and pM (see exercise 11.9). In general:

The greater the degree of competition between retailers, the higher the optimal
wholesale price.

11.3 INVESTMENT EXTERNALITIES
132

Consider the market for consumer electronics: personal computers, stereo equipment,
and so forth. Frequently, these are complex products for which sales effort is very
important. In particular, consumers gain a great deal from the service provided at the
point of sale. Now suppose that one retailer makes a large investment in sales effort, so
that it attracts a large number of consumers to its store; suppose also that a second retailer
makes no investment in sales effort but sells at a lower price than the first retailer. One
possible outcome is that many price-conscious consumers will visit the first retailer to
learn about the available products, and then will visit the second retailer to purchase the
preferred product at a low price.

This situation entails an important externality:f The investment in sales effort by

f We say there is an externality

when an action by one agent

implies a benefit or a cost to another

agent. Externalities may be positive

(e.g., schooling) or negative (e.g.,

smoking).

the first retailer benefits both retailers. In fact, if most consumers are price conscious,
then it benefits mostly the second retailer, who free-rides on the first. As a consequence,
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the incentives for investment in retailer service quality are low. Finally, the manufacturer
suffers from this, for final demand depends to a great extent on sales effort.

Resale-Price Maintenance (RPM), the practice whereby the manufacturer imposes
a minimum price on retailers, provides a way out of this dilemma. If the minimum
price is high enough, every retailer will stick to it, that is, every retailer will price at
the uniform minimum level. But then, the preceding problem no longer exists: Not even
price-conscious consumers gain from purchasing from a different retailer than the first
one they visit. Therefore, the benefits from increased sales accrue to the retailer who
makes the corresponding investment.

Advertising provides a similar instance of an inter-retailer externality. Suppose that
a car dealer pays for local TV advertising. Advertising expenditures increase demand,
which in turn benefits all the car dealers selling the same car, not just the dealer who
paid for the advertising costs. That is, if there is a second dealer selling the same
car in the same area, then part of the increase in sales goes to that second dealer. In
this case, RPM would probably not do the job of correcting the externality, but other
vertical restraints might. A specific alternative is to award exclusive territories. This
is a vertical restraint whereby each retailer is allocated a given territory that other
retailers have no access to. For example, car manufacturers have an exclusive dealer
in each European country. The German Fiat dealer, for instance, is not allowed to
sell cars in France. Exclusive territories do the job because, if the dealer’s advertising
campaign is confined to its exclusive territory, then there is no longer an inter-retailer
externality.

To summarize:

When retailers must make investments in sales effort that benefit several retailers,
vertical restraints such as RPM and exclusive territories may help by correcting
inter-retailer externalities.

11.4 INDIRECT CONTROL
133

There are many instances wherein consumer demand depends on retailer investment.
In the previous section, we considered some such examples—personal computers and
stereo equipment. The list is, however, much more extensive, including many types of
clothing, jewelry, sports equipment, candy, biscuits, and so forth. These are examples in
which RPM has been or is observed. One difference in the latter examples with respect
to consumer electronics is that the story of retailer free-riding is less convincing. For
example, providing pleasant fitting rooms is an important determinant of the demand
for clothing. But the idea of consumers trying on jeans at one store and then buying from
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another outlet that offers low prices but poor fitting rooms is not very convincing. What
then is the justification for resale price maintenance?

As we have seen in section 11.1, if the manufacturer can charge retailers a fixed
fee, then the manufacturer’s objective is effectively to maximize industry profits (manu-
facturers’ plus retailers’ profits). Now, total profits are a function of consumer demand,
which in turn is a function of retail price, pi, and of the sales effort by retailers, si. Let p∗

and s∗ be the optimal level of price and sales effort. The problem is: Can the manufac-
turer induce the retailers to set p∗ and s∗ based on a two-part tariff (f , w )? In section 11.1,
we saw that, when no investments si are involved, the answer is “yes.” In particular, we
saw that, if retailers compete with each other, then the manufacturer should set a high
wholesale price and a low (or even negative) fixed fee. Would this induce the optimal
level of sales effort?

Investing in sales effort leads to greater sales. For the retailer, the marginal benefit
from such investment is therefore proportional to the margin it receives per unit of sales,
namely p − w . That is, one extra sale implies an extra profit of p − w . If the retailer
receives a low margin, then the incentives for increasing sales are small. However,
from an industry-wide perspective (manufacturer plus retailers), the marginal gain from
sales effort would be great. In fact, it would be proportional to p − c, which is greater
than p − w (the retail margin) because w is greater than c. We conclude that there
is a conflict between the desire to induce retailers to price high (set high w ) and the
desire to induce retailers to invest in sales effort (set low w , so that the margin p − w is
high).

The manufacturer’s dilemma is that it does not have enough instruments to control
all of the retailers’ decisions. This is where vertical restraints, in particular RPM, come
in. Levi’s, for example, used to impose on its retailers that they sell blue jeans above a
minimum price. In fact, brand name clothing is an example where sales effort is important
and inter-retailer rivalry significant.

Suppose the manufacturer sets a minimum price at the monopoly level, p = pM ,
and a wholesale price at the level of marginal cost, w = c. Because retailers compete with
each other and marginal cost is low (w = c), each has a great incentive to undercut the
rival whenever price is high. But because price must be greater than minimum price,
p, each retailer will set pi = p. What about investment in sales force? Because w = c,
all of the benefits from increasing demand are captured by the retailer. The retailer will
therefore choose the optimal level of s.

To summarize:

RPM may have the virtue of preventing downstream competition that would de-
stroy the retailers’ incentives for investing in service quality and related demand-
increasing efforts. This is especially important when such investments cannot be
agreed upon contractually.
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11.5 MANUFACTURER COMPETITION

Until now we have considered the case when there is only one manufacturer (generally,
one upstream firm). However, most industries are characterized by competition at the
manufacturer level, as well as at the retail level. Manufacturer competition may have
various implications. First, it affects the nature of optimal contracts between manufac-
turers and retailers. Second, it introduces new strategic considerations for the upstream
firm.

Retailer Market Power

Sometimes, the number of manufacturers is large with respect to the number of retailers.
This seems especially true of grocery stores: In the Los Angeles area alone, for example,
there are 15 varieties of green peas, 19 different kinds of mustard, and 12 brands of
frozen pizza.134 Most of the market power is therefore at the retailer level, not at the
manufacturer level. Limited shelf space means that the opportunity cost of carrying
one particular product is high. The analysis of the previous section would predict
that manufacturers set a high wholesale price and a fixed fee equal to variable profits
minus fixed cost. But because the resulting margin is low and fixed costs are high (the
opportunity cost of shelf space is very high), the fixed fee paid by the retailer may actually
be negative. In other words, it may be the manufacturer that has to pay the retailer for
shelf space. In fact, slotting allowances, fees paid by manufacturers to obtain retailer
patronage, are a common practice in these markets.g

g Slotting allowances are also

known as street money or place-

ment allowances.

Another example in which retailer market power reverses the direction of vertical
restraints is the toy industry. Until recently, Toys R Us, the largest toy distributor in the
United States, imposed a clause of exclusive dealing on its suppliers, whereby the latter
were prevented from selling the same toys to Toys R Us and to other distributors.

Externalities Again

In section 11.3, we saw that vertical restraints, such as exclusive territories and RPM, may
solve the problem of externalities between retailers. Externalities may also occur between
manufacturers. Consider again the example of car dealerships. It is often the case that
manufacturers invest resources in training salespeople who work in dealerships. Some
of this training is specific to the manufacturer’s cars, but some is more general (e.g., the
art of car selling). If dealers were to work with more than one manufacturer, then there
would be an intermanufacturer externality: Part of the training investment made by one
manufacturer benefits the rival manufacturer.

One way of solving this externality is to impose on retailers the vertical restraint
of exclusive dealing, whereby the retailer cannot work but with one manufacturer.

Foreclosure

Vertical restraints may be a way for manufacturers to gain market share from rival man-
ufacturers. Consider, for example, the cola market. There are two large manufacturers,
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Coca-Cola and PepsiCo, in addition to a number of small manufacturers and a large
number of retailers. In this industry, and in other related ones, exclusive dealing is a
common practice. Both Coca-Cola and PepsiCo have deals in colleges, restaurants, ball
parks, and some retail outlets that preclude sales of rival brands—at least, sales of the
rival brand.

Coca-Cola justifies the practice of exclusive dealing by stating that “you can’t serve
two masters; we pay (the distributors) a fee to supply our customers and, as such, they are
our agents and an extension of the Coca-Cola Co.” Supplying a competing brand would
thus imply a “conflict of interest.”135 What is the justification for exclusive dealing in
this case: Is it based on the objective to increase efficiency (as in the case of car dealers),
or rather on the objective to increase market power? (See also exercise 11.7.)

An example in which foreclosure was more clearly the objective is that of Microsoft
until 1994. Microsoft imposed contractual clauses on computer manufacturers that ef-
fectively placed rival suppliers of operating systems at a disadvantage, thus cementing
the dominance of MS-DOS in the market. Box 11.1 presents the details of this example,
which will be discussed further in the next section. (This case is not to be confused
with the case being decided by the U.S. Department of Justice, regarding the bundling of
Windows with Internet Explorer. For an analysis of this case, see chapter 5.)

To summarize:

Manufacturers are unwilling to invest in helping their retailers if the latter sell
products from rival manufacturers. Exclusive dealing solves this intermanufacturer
externality. However, exclusive dealing may also imply the exit of rival manufac-
turers.

Vertical Restraints as a Collusion Device

As an extreme instance of manufacturer competition, consider the case when the whole-
sale price is set at marginal cost level: w = c. Suppose, moreover, that there are several
retailers who compete à la Bertrand. Clearly, in equilibrium, retail prices are set at
p = w = c; profits are zero (both manufacturers’ and retailers’ profits); and social welfare
is maximized.

Suppose now that manufacturers impose (or the industry agrees on) a minimum
retail price, say the monopoly price pM . Clearly, this implies a higher level of industry
profits—monopoly profits, in fact; and a lower level of social welfare. This simple
example shows that vertical restraints such as RPM may be a way of softening competition
between firms. Notice that in this example, there are no efficiency considerations as in
the previous sections; the only effect of RPM is to increase retail price. We conclude that,
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Box 11.1 Vertical Restraints by Microsoft
136

One of the most prominent recent antitrust actions concerning vertical issues is
the 1994 case against Microsoft. The case deals with the licensing of Microsoft’s
operating system, MS-DOS.

In the early 1980s, at the request of IBM, Microsoft developed the computer
operating system MS-DOS, to be installed in IBM’s newly developed PC. IBM did
not impose any exclusivity clause on Microsoft. Accordingly, the latter licensed
DOS to other computer manufacturers—the IBM PC “clones”—and DOS became
an increasingly popular operating system (the MacIntosh Operating System (OS)
being the main loser of the DOS bandwagon).

Meanwhile, rival, compatible versions of DOS were developed: The PC-DOS
(by IBM), and the DR-DOS (by DRI). As of the end of 1990, Microsoft’s MS-DOS
held 70% of the market, IBM’s PC-DOS 18%, and DRI’s DR-DOS the remainder.
The tendency seemed to be for an increase in the rival systems’ share.

Microsoft responded to this threat by imposing a vertical restraint on down-
stream firms (computer manufacturers) that effectively excluded—or so it is
alleged—rival upstream firms (other operating system suppliers). Basically, Mi-
crosoft imposed on computer manufacturers a fee to be paid per computer sold
regardless of whether it included the Microsoft operating system or not. For ex-
ample, if Hewlett-Packard (a downstream firm) were to sell one million PCs, then
it would have to pay Microsoft one million times the fee, regardless of whether
the number of HP computers shipped with Microsoft’s OS was 1, 100,000, or one
million. (Of course, HP had the option of not using Microsoft software at all, an
unlikely event.)

As a result of Microsoft’s vertical restraint, the opportunity cost of shipping
a computer with the Microsoft OS was (at the margin) zero, for a fee would have
to be paid regardless of whether the Microsoft OS was included or not. It was
therefore likely that HP and other computer manufacturers would sell most of their
computers with the Microsoft OS, to the detriment of competing operating systems.
For this reason, some argued that Microsoft’s clause might have had the effect of
foreclosing competition at the operating systems level (the upstream level). In fact,
by 1992, Microsoft’s systems accounted for 81% of all shipments that included a
DOS-type system.

Microsoft eventually agreed with both the U.S. and the E.U. authorities that
it would stop imposing the above contractual clause on computer manufacturers.
In fact, in the United States, an agreement (a consent decree) was reached on the
exact same date that the case against Microsoft was filed (July 15, 1994).
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in addition to efficiency motives, vertical restraints such as RPM may also be driven by
market power considerations, that is,

Vertical restraints such as RPM may act as a collusion device.

As section 11.6 shows, this significantly complicates the public policy analysis of vertical
restraints.

11.6 ARE VERTICAL RESTRAINTS LEGAL?

SHOULD THEY BE?

In the previous sections, we derived a number of reasons why an upstream firm might
want to impose vertical restraints. Although these contractual clauses increase profits, it
is unclear whether they improve social welfare as well. For example, exclusive dealing
may have the effect of foreclosing a market from upstream competitors, which in turn is
likely to reduce welfare. However, exclusive dealing may also have positive efficiency
effects, as we have seen. This dichotomy greatly complicates the policy analysis of
vertical restraints, for there is no clear-cut rule as to which effect dominates when.

Given this lack of clear, unambiguous conclusions from the theoretical analysis,
it is not entirely surprising that policy standards have varied a great deal in time and
across countries. In 1967, the U.S. Supreme Court declared vertical restraints per se
illegal. However, ten years later, the same Supreme Court decided that vertical nonprice
restraints (e.g., exclusive territories) were to be evaluated under the Rule of Reason. A
further ease of the policy toward vertical restraints came about with twelve years of
deregulation economics during the Reagan–Bush administration. Since then (that is,
since 1993), the trend has been, if not reversed, at least slowed down. For example, the
Vertical Restraints Guidelines published by the Department of Justice in 1985, which
reflected the Reagan administration’s easy stance of vertical restraints, were withdrawn
in 1993. Nevertheless, recent cases judged by the Supreme Court have narrowed down the
case for per se illegality of vertical price restraints. Moreover, an October 1997 decision
has effectively made maximum prices a legal vertical restraint.

In Europe, Article 85(1) of the Treaty of Rome prohibits vertical restraints “as in-
compatible with the common market.” However, Article 85(3) allows for exemptions
from Article 85(1) when there is a good “technical or economic” justification for the
vertical restraint, and consumers receive a “fair share of the resulting benefit.” Exemp-
tions may be individual or, more commonly, block exemptions. Specifically, a 1967
block exemption allows for exclusive territories and exclusive dealing arrangements.
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Another block exemption, issued in 1988, includes franchise agreements. RPM, how-
ever, is deemed illegal under Article 85(1) and no exemptions are granted under Article
85(3), although recommended minimum and maximum prices are acceptable. Although
the European approach seems at first more rigorous with respect to vertical restraints, in
practice it is less so than the North American one.h

h The European Commission

recently announced that it intends

to replace the existing regulations

on vertical restraints with a more

flexible set of rules.137

Both in the United States and in Europe, there seems to be a tendency to be lenient
in the treatment of vertical restraints, recognizing the positive efficiency effects they may
have. The analysis in this chapter seems consistent with this approach.

Summary

. If nonlinear contracts are possible, then the optimal solution under vertical separation
may be as efficient as that under vertical integration. Otherwise, double marginaliza-
tion implies suboptimal and inefficient pricing.

. If there is no competition between retailers, then the optimal wholesale price is equal
to marginal cost. The greater the degree of competition between retailers, the higher
the optimal wholesale price.

. Vertical restraints such as resale-price maintenance or exclusive territories may in-
crease efficiency when (1) retailers make investments in sales effort that benefit several
retailers or rival manufacturers; or (2) a two-part tariff is insufficient to simultaneously
provide incentives for retail pricing and sales effort.

. Vertical restraints such as resale-price maintenance or exclusive dealing may act as a
collusion device or as a means of excluding rivals.

Key Concepts

. vertical relations

. upstream and downstream firms

. double marginalization

. vertical restraints

. franchise fees

. maximum retail price



Vertical Relations 201

. resale-price maintenance

. exclusive territories

. exclusive dealing

Review and Practice Exercises

11.1∗ Assume for the purposes of this problem that, contrary to its protestations, Mi-
crosoft has a monopoly in providing operating systems, called “Windows,” for personal
computers. Assume also that the marginal cost to Microsoft of supplying its operating
system for one more computer is zero. Denote by w the price charged by Microsoft for its
operating system. (Assume that Microsoft sets a single price per computer, that is, does
not employ two-part tariffs, quantity discounts, or other forms of price discrimination.)

Computer Original Equipment Manufacturers (OEMs) assemble computers. Sup-
pose that the “bill of materials” for a computer, that is, the cost to the OEM of all the parts
necessary to build a computer, adds up to $900 per machine, and that assembly costs
another $100 per machine. Finally, assume (contrary to the efforts of Dell and Compaq)
that computers are a homogeneous good, and the annual demand for computers is given
by Q = 50, 000, 000 − 10, 000 p, where Q is quantity and p is price as usual.

Suppose that the OEM business is perfectly competitive.

a. For any given price, w , of operating systems, what will be the price and sales of
computers?

b. What price w should Microsoft set for its operating system? How much money will
Microsoft make? How much money will OEMs make? What will be the price of a
computer?

(An amusing if irrelevant note: Microsoft in fact charges in the $50 to $60 range
per PC for Windows98. Microsoft argued in their antitrust trial that they must not
really have a monopoly or else they would be charging a lot more.)

c. How much money would a vertically integrated firm controlling both the supply of
Windows and the assembly of computers make? What price would such a firm charge
for computers?

d. Could Microsoft make more money by integrating downstream into computer assem-
bly? Why or why not?

Suppose now (definitely contrary to reality) that a single firm, Compaq, has a
monopoly over the assembly of computers.

e. For a given price, w , for Windows, what price, p, would Compaq set for computers,
and how many computers would be sold?
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f. What price, w , should Microsoft set for its operating system? How much money will
Microsoft make? How much money will Compaq make? What will be the price of a
computer?

g. Could Microsoft and Compaq make more money by merging? If so, how much? Would
such a merger benefit or harm computer users? By how much?138

11.2 Empirical evidence suggests that franchiser-owned McDonald’s restaurants
charge lower prices than independent ones. How can this difference be explained?

11.3 Suppose that a manufacturer sells to n retailers by means of a two-part tariff
(f , w), including a fixed fee f and a wholesale price w . Explain the intuition of the result
that the greater the degree of retailer competition, the greater the optimal wholesale price.

11.4 The fashion (clothing), consumer electronics, fine fragrance industries are
known to practice or have practiced resale price maintenance. In each case, indicate
the probable motivation for RPM and the likely welfare consequences.

11.5 Vermont Castings is a manufacturer of wood-burning stoves, a somewhat com-
plex product. One of Vermont Castings’s dealers once complained about the terms of the
relations between the manufacturer and dealers, stating that “the worst disappointment
is spending a great deal of time with a customer only to lose him to Applewood [a com-
peting retailer] because of price.” Specifically, the dealer lamented “the loss of 3 sales of
V.C. stoves . . . to people whom we educated and spent long hours with.”139

How do you think this problem can be resolved? How would you defend your
solution in an antitrust/competition policy court?

11.6 Should the European Union outlaw the practice of exclusive territories in car
dealerships? Why or why not?

11.7 Beer producers are wont to impose an exclusive dealing clause on retailers.
Discuss the efficiency and market power effects of this practice.

11.8∗ Two major music companies—Sony and Warner Music—have been subject to
an antitrust inquiry by the FTC over allegations that they illegally discouraged retail
discounting of compact disks. The investigation is centered on the practice of announcing
suggested prices. Suggested prices are not illegal—only agreements among firms on such
prices are illegal. But in practice, retailers that advertise or promote CDs at a price below
the suggested price are denied cash payments by the manufacturers, in effect “forcing”
such suggested prices.140

How would you decide on this case?
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Extension Exercises

11.9∗∗∗ Consider the model presented in the beginning of section 11.2, but assume that
retailers compete à la Cournot. Show that the optimal wholesale price is strictly between
marginal cost and monopoly price.

11.10∗∗∗ Consider the following highly simplified picture of the personal computer in-
dustry.

There are many price-taking firms that assemble computer systems. Call these firms
“computer OEMs.” Each of these firms must buy three inputs for each computer system
that it sells: (1) a variety of components that are themselves supplied competitively and
collectively cost the computer OEM $500 per computer; (2) the Windows operating
system, available only from Microsoft, at a price pM , to be discussed later; and (3) a
Pentium microprocessor, available only from Intel, at a price pI , also to be discussed
later. Because each computer system requires precisely one operating system and one
microprocessor, the marginal cost of a computer to an OEM is 500 + pM + pI . Assume
that competition among OEMs drives the price of a computer system down to marginal
cost; we have p = 500 + pM + pI , where p is the price of a computer system.

The demand for computer systems is given by Q = 100, 000, 000 − 50, 000p.
Microsoft is the sole supplier of the Windows operating system for personal com-

puters. The marginal cost to Microsoft of providing Windows for one more computer is
zero.

Intel is the sole supplier of the Pentium microprocessors for personal computers.
The marginal cost to Intel of a Pentium microprocessor for one more computer system is
$300.

a. Suppose that Microsoft and Intel simultaneously and independently set the prices for
Windows and Pentium chips, pM and pI . What are the Nash equilibrium prices, p̂M

and p̂I?
Now, suppose that Microsoft and Intel sit down to negotiate an agreement to

sell Windows and Pentium chips as a package to computer OEMs for a package price
of pMI .

b. What package price would maximize Microsoft’s and Intel’s combined profits? By how
much would an agreement between Microsoft and Intel boost their combined profits?

c. Would final consumers benefit from such an agreement between Microsoft and Intel,
or would they be harmed? What about computer OEMs? Relate your answer to your
calculations in parts (a) and (b), and explain the economic principles underlying your
answer.141
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Product Differentiation

The U.S. credit card industry is composed of over 4000 firms (typically, banks that
issue credit cards). The good that is offered is, at least apparently, homogeneous. The
number of consumers is large (75 million). The ten largest firms (credit card issuers)
hold a combined 20% market share. There are no significant barriers to entry, and a fair
number of firms operate at the national level, so that the geographic definition of the
United States as the relevant market seems reasonable. There is no sign of an explicit
price-fixing agreement between the different credit-card issuers.

Given this set of circumstances, many would feel inclined to identify the credit
card industry as an example of near-perfect competition. The evidence is, however,
greatly at odds with such expectation. First, interest rates are insensitive with respect
to changes in the marginal cost (the money market rate), which is not consistent with
perfect competition.a Second, during the period from 1983 to 1988, rates of return in

a As was seen in chapter 9, under

perfect competition, a one-dollar

change in marginal cost implies a

one-dollar change in price.

the credit card business were three to five times higher than the normal rate of return in
other lines of banking business.

One first possible explanation for this discrepancy is that credit card users are
subject to switching costs. Many consumers obtain their first credit card through the
bank they have an account with. Changing to a different card may imply a series of costs,
for example, opening an account with a different bank. Moreover, before applying for
a new credit card, the consumer needs to obtain information regarding the card’s terms
and conditions. This too is a cost of getting a new credit card (if nothing else, the time
lost in finding out what the terms and conditions are).

A second explanation is that the good credit card is in fact not a homogeneous
product, rather, it is a differentiated product. This may result from differences in quality
(some credit cards offer better services) or from differences in the status that is associated
with a certain credit card. For example, the services and the status associated with an



206 Part 4 Chapter 12

American Express card are not the same as those related to a Visa card. Moreover, not all
Visa cards are identical, and they are not seen by consumers as identical.142

In this chapter, we consider cases in which the assumptions of homogeneous prod-
uct and perfect information fail to hold. Departure from these extreme assumptions has
important implications for market performance. Sections 12.1 through 12.3 deal with
product differentiation. Section 12.1 introduces a general framework for the analysis of
product differentiation—the characteristics approach. Section 12.2, shows that introduc-
ing product differentiation in the Bertrand price competition model implies equilibrium
prices above marginal cost (whereas, as seen in chapter 7, homogeneous product would
imply equilibrium pricing at marginal cost level). Section 12.3 looks at the main strategic
considerations involved in the decision of choosing how to design one’s product. Finally,
section 12.4 addresses the related issues of imperfect information and switching costs.
There are a number of similarities with respect to product differentiation. There are also
new results, such as the possibility of price dispersion, that is, different prices being set
for the same product.

12.1 HORIZONTAL DIFFERENTIATION,

VERTICAL DIFFERENTIATION,

AND THE CHARACTERISTICS APPROACH

De gustibus non est disputandum (tastes are not a matter of debate), so goes the adage.
Frequently, not only are competing products different, but consumers evaluate their rel-
ative merits differently. This is the case of products differing according to characteristics
such as sweetness or crunchiness. In fact, consumer preferences may even be negatively
correlated; that is, Consumer A prefers Firm 1’s product relative to Firm 2’s, whereas
Consumer B prefers Firm 2’s relative to Firm 1’s. We refer to this situation as horizontal
differentiation.

By contrast, there are cases in which all consumers prefer one product over another.
For example, most if not all consumers would agree that, everything else being equal, a
car is better the more fuel efficient it is. We refer to this situation as vertical product
differentiation. Notice that all consumers agree that Firm 1’s product is better than
Firm 2’s; this is consistent with the fact that some consumers are more sensitive to the
difference between the products than others. For example, some consumers may find
fuel efficiency an important characteristic in a car, whereas others are nearly indifferent.
The important feature of vertical product differentiation is that all consumers agree that
fuel efficiency is a good thing, that is, there is universal agreement that more is better.

Most, if not all, real-world examples combine elements of horizontal and verti-
cal product differentiation. In fact, whenever products are defined by more than one
characteristic, even if consumers agree that more of each characteristic is better (vertical
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differentiation), insofar as different consumers value different characteristics differently,
we have a case of horizontal product differentiation. For example, Computer A has a
fast microprocessor but small memory capacity. Computer B, by contrast, has a slow
microprocessor but a large memory capacity. Every consumer agrees that a faster micro-
processor and greater memory capacity make for a better computer (vertical differenti-
ation). However, because different consumers have different preferences over memory
and microprocessor speed, their ranking of the relative merits of each computer differs
(horizontal differentiation).

This example points to a more general approach to consumer demand: the charac-
teristics approach. This approach assumes that consumer demand is directed not toward
products per se but rather toward product characteristics.143 For example, when search-
ing for a computer, consumers look for microprocessor speed, RAM capacity, hard disk
capacity, screen size, and so forth. A consumer’s valuation for a particular computer is
the sum of the valuations for each particular characteristic. In other words, consumers
are not interested in goods for their own sake, but for the characteristics they possess.
The demand for each good is derived from the demand for characteristics.b

b The view that goods are bundles

of measurable characteristics is

reasonable in a number of different

markets, such as vitamins, houses,

cars, and computers. There are

other examples, however, wherein

such an approach would be of more

limited use, such as perfumes or

status goods.

To understand the nature and usefulness of the characteristics approach, let us
consider a simplified example—the demand for automobiles. As a first approximation,
one might say that the main relevant characteristics in a car are (1) the ratio horse
power/weight (a proxy for acceleration); (2) size; (3) extras, such as air conditioning;
and (4) fuel efficiency (miles per gallon, or miles per dollar). Obviously, this leaves out a
number of automobile characteristics that are difficult if not impossible to quantify (e.g.,
design). This means that in practice a consumer’s choice depends on a number of factors
that are not included in the above set of characteristics. The important thing is that,
to a great extent, a consumer’s preference for an auto is determined by its quantifiable
characteristics.

For the sake of example, let us assume that there are only two different cars: the
GM Geo and the Porsche. The approximate values of each car’s characteristics are given
in table 12.1. Different consumers naturally have different valuations for each of the
above characteristics. In our simplified example, we assume that there are only two
types of consumers: Type A (“recent college graduate”) and Type B (“Chief Executive
Officer”). Valuations for each characteristic j by each consumer type i are given in
table 12.2. Notice that both types of consumer value the characteristic “price” at −1,
that is, one extra thousand dollars in price implies that a purchase provides one unit
less of net utility. This means that valuations are normalized and are valued in dollar
terms (specifically, thousand-dollar terms). So for example, the number .5 in the entry
“consumer A’s valuation for air conditioning” means that a college graduate would be
willing to pay .5 times one thousand dollars, or 500 dollars, for the characteristic “air
conditioning” (a zero-one characteristic). On account of this characteristic, a college
graduate is willing to pay more for a Porsche than for a Geo by a factor of 500 dollars. The
number 40 in the entry “consumer B’s valuation for horse power/weight” means that a
CEO would be willing to pay an extra 40 thousand dollars for a car that has one extra
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Table 12.1 Model Characteristics.

Model ( j) HP/W Air MP$ Size Price (103 dollars)

Geo 0.3 0 64 0.9 4

Porsche 1.0 1 12 1.2 68

Table 12.2 Consumer Valuations of Characteristics.

Buyer (i) HP/W Air MP$ Size Price (103 dollars)

A (college graduate) 5 .5 .1 1 −1

B (CEO) 40 40 0 20 −1

Table 12.3 Net Utility.

Buyer Geo Porsche

A 4.8 −60.1

B 26 36

unit of the “horse power/weight” characteristic. Because the Porsche has .7 more than
the Geo, on account of acceleration, a CEO is willing to pay .7 times 40k = 28 thousand
dollars more for a Porsche than for a Geo.

The assumption of rational consumer behavior, in the present context, implies that
each consumer chooses the car that provides the highest net utility (net of price). The
net utility for consumer i from buying product k is given by

uik = bi1ck1 + . . . + bi4ck4 − pk ,

where bij is consumer i’s valuation for characteristic j (see table 12.2) and ckj is how
much k has of characteristic j (see table 12.1).

These values are displayed in table 12.3, which is obtained from tables 12.1 and
12.2 by applying the preceding equation. Not surprisingly, the table indicates that a
college graduate (Type A) would purchase a Geo, whereas a CEO (Type B) would prefer a
Porsche. In fact, for a Type A consumer, the net utility of buying a Geo is 4.8, whereas that
of a Porsche is −60.1: The consumer values the different characteristics at a low level, so
that the price difference between the Geo and the Porsche dominates the choice. For a
type B consumer, by contrast, the net utility from buying a Porsche is 36, whereas the net
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utility of buying a Geo is only 26. The Porsche’s superior features in terms of acceleration
and air conditioning seem to dominate in this case.

The example of demand for automobiles illustrates how the characteristics ap-
proach encompasses both horizontal and vertical product differentiation. As we consider
each characteristic in isolation, we are faced with a situation of vertical product differ-
entiation. For example, both Type A and Type B consumers agree that acceleration is
a valuable characteristic and that, accordingly, the Porsche is a better car than the Geo
insofar as acceleration is concerned. Likewise, both Type A and Type B consumers agree
that fuel efficiency is a valuable characteristic and that, accordingly, the Geo is a better
car than the Porsche insofar as fuel efficiency is concerned. Taking into account the pre-
ceding two characteristics, we conclude that a consumer of Type A thinks the Geo is a
better product overall (fuel efficiency beats acceleration), whereas a consumer of Type B
thinks that the Porsche is a better product overall (acceleration beats fuel efficiency).

The characteristics approach to product demand has several advantages. From a
conceptual point of view, it allows for a general treatment of product differentiation that
encompasses both horizontal and vertical differentiation.

From the point of view of empirical estimation of consumer demand, the charac-
teristics approach allows for significant improvements in the use of available data. If we
were to estimate the demand for n different product varieties directly—including the
estimation of cross-price elasticities—we would need to estimate approximately n2 pa-
rameters. The problem is that, if n is a large number, then n2 is a very large number.
By applying the characteristics approach, however, we need to estimate only a number
of parameters in the order of n times m, where m is the number of characteristics. An
application of the characteristics approach to the estimation of car demand is discussed
in box 12.1.

Finally, the characteristics approach provides a useful framework for business
strategy. For example, a computer manufacturer may obtain an estimate of the willingness
to pay for a new computer by estimating valuations for characteristics from previous sales
data. The strategy of product positioning, including the identification of a firm’s close
competitors, is also aided by looking at the market “map” defined by characteristics. We
deal with the issue of product positioning in section 12.3.

12.2 PRODUCT DIFFERENTIATION

AND MARKET POWER

In sections 12.2 through 12.4, we explore some of the implications of product differenti-
ation for oligopoly competition. We do so by considering a model of horizontal product
differentiation.

Consider a mile-long beach with two ice cream vendors, one at each extreme of the
beach. Even if we assume both sellers offer the same product, very few consumers are
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Box 12.1 Estimating the Demand for Automobiles
144

Excluding “exotic” models such as the Ferrari and the Rolls Royce, almost one
thousand different car models were marketed in the United States during the period
from 1971 to 1990. Estimating individual demands for each car model would be
extremely data-demanding. By applying the characteristics approach, however,
some useful results can be obtained.

The econometric model consists of assuming that each consumer chooses the
model that maximizes his or her utility. Utility is a function of observable and unob-
servable model characteristics, as well as observable and unobservable consumer
characteristics (e.g., income). For example, it is possible that two consumers with
the same observable characteristics hold different views about the relative merits of
two similar cars. However, if the two cars are very different, then it is unlikely that
two consumers with the same observable characteristics hold different rankings.

Based on the distribution of model characteristics, prices, market shares, and
consumer characteristics (in particular, income), the distribution of valuations for
each characteristic can be obtained.

Consumer Valuations for Product Characteristics

Characteristic Average Standard Deviation

HP/Weight ≈ 0 4.628
Air conditioning 1.521 0.619
Miles per $ ≈ 0 1.050
Size 3.460 2.056

Perhaps surprisingly, these results reveal that, on average, consumers don’t
put great weight on acceleration power or fuel efficiency. There is, however, wide
disagreement among consumers regarding the value of acceleration. In fact, the
estimated standard deviation is 4.628, whereas the range of values is approximately
[0.15,1]. By contrast, consumers seem to agree that fuel efficiency is not a very
important characteristic. In fact, although the range of values is approximately
[8,65], the standard deviation is only 2.056.

The results also allow for comparisons between characteristics. For example,
having air conditioning as a standard feature is worth as much as an additional
1.521/3.460 = .44 units of size. This is approximately the difference in size between
a medium-sized car and a small car.
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Box 12.1 (continued)

Finally, the results can be used to produce a matrix of price elasticities for
all 997 models. A selection of these is presented in the following table.

Price Elasticities of Demand for Selected Auto Models

Nissan Sentra Ford Escort Toyota Lexus BMW 745i

Sentra −6.5282 0.4544 0.0008 0.0000
Escort 0.0778 −6.0309 0.0008 0.0000
Lexus 0.0002 0.0010 −3.0847 0.0322
735i 0.0001 0.0005 0.0926 −3.5151

Notes: (1) Quantity change in row, price change in column. (2) There are 77 subcompact and compact

models (including Sentra and Escort) and 24 Luxury models (including Lexus and 735i).

Not surprisingly, the results indicate that the cross elasticity between the
Nissan Sentra and the Ford Escort is greater than the cross elasticity between
the Nissan Sentra and the Toyota Lexus. Generally, the characteristics approach
provides a quantitative idea of the relevant submarkets within a given market.

indifferent to buying from one seller or the other. If both vendors sell at the same price,
a consumer who is located close to one end of the beach naturally prefers the seller who
is located nearby. If, in fact, the costs of traveling to visit such a seller are lower than the
costs of traveling to visit the other one, and other than travel costs, the two products are
identical, even in price. The reverse is true for a consumer located near the other end of
the beach. Generally, consumers do not see both vendors as the same, even though they
sell products that are physically identical; different consumers value sellers differently,
specifically, each consumer values sellers according to his or her location.

The situation exemplified by the ice cream example is actually more general. First,
it generalizes to any situation wherein sellers and buyers are physically located at differ-
ent places and a transportation cost must be paid by buyers to purchase from a specific
seller (gas stations, restaurants, steel mills, etc.). Second, by analogy , it also applies to
situations wherein sellers offer products that differ according to some characteristic, and
buyers differ among themselves as to how they value such a characteristic.

For example, consider the market for corn flakes and suppose there are two brands
that differ only according to sweetness: Brand 1 has no sugar added, whereas Brand 2 has
large quantities of sugar added. This is analogous to two sellers at the end of a “beach,”
whereby one end corresponds to minimum sweetness and the other end to maximum
sweetness. A consumer’s location would indicate his or her preference for sweetness.
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If the consumer is closely located to Brand 1’s end of the “beach,” then the consumer
has a strong preference for no-sugar-added corn flakes. Conversely, a consumer located
close to the other end of the “beach” has a sweet tooth. And a consumer located in the
middle has a strong preference for corn flakes with some, but not a lot, of sugar added.
Finally, the “traveling” or “transportation” cost measures the consumer’s aversion to
buying something different from his or her optimal degree of sweetness. To summarize:
Even though we refer to location and transportation costs, the ideas developed in the
context of spatial product differentiation can also be applied to differentiation according
to some other product characteristic.

How do firms compete in prices when their products are differentiated in this way?
To address this question, we consider a simple model motivated by the above examples:
the Hotelling model.145 The model is illustrated by figures 12.1 to 12.3. Suppose there
is a large number of buyers (e.g., one million) who are distributed along a segment of
length one (e.g., one mile). There are two sellers, each located at the end of the segment.
Sellers simultaneously set prices, as in the Bertrand model (see chapter 7), and buyers
choose which seller to buy from.

A buyer located at point x must travel a distance x to buy from Firm 1. Travel costs
t per unit of distance. Therefore, the total cost for buying at Store 1 is given by p′

1, the
price, plus tx, the transportation cost. The total cost for buying from Firm 1, p1 + tx, is
therefore a function of consumer location. Figure 12.1 depicts this total cost function for
a particular value of p1. At x = 0 (left axis), total cost is simply price, p′

1. As the consumer
is located farther away from Firm 1, total cost increases at the rate t per unit of distance.
A consumer located at Firm 2’s location (x = 1) would need to pay a total cost p′

1 + t to
purchase from Firm 1.

Figure 12.1 Hotelling Model: Total Consumer Cost.



Product Differentiation 213

Figure 12.2 Hotelling Model: Firm 1’s Demand.

Figure 12.3 Hotelling Model: Equilibrium.

By analogy, a buyer located at point x must travel a distance 1 − x to buy from Firm
2. The total cost of buying from Firm 2 is therefore given by p′

2 + t(1 − x). A consumer
located where Firm 2 is located (x = 1) would have to pay a total cost p′

2. At the other
extreme, a consumer located at Firm 1’s location (x = 0) must pay a total cost p′

2 + t to
buy from Firm 2. Contrary to Firm 1, the total cost of buying from Firm 2, p′

2 + t(1 − x),
is a downward sloping curve, that is, it is lower the farther to the right the consumer is
located.

Suppose that all consumers purchase one unit. This amounts to assuming that the
utility of buying one unit is high, so that the consumers’ decision is not whether to buy
but simply which seller to buy from. Because the products sold by Firms 1 and 2 differ
only according to the firm’s location, all that consumers have to do is choose the firm
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that minimizes their total cost, price plus transportation cost. From figure 12.1, we see
that for p1 = p′

1 and p2 = p′
2, a consumer located at x ′ is indifferent between purchasing

from Firm 1 and purchasing from Firm 2. A consumer located to the left of x ′, that is,
located at x < x ′, strictly prefers to buy from Firm 1. Finally, a consumer located to the
right of x ′, that is, located at x > x ′ strictly prefers to buy from Firm 2. This implies that
Firm 1’s demand is given by all consumers located to the left of x ′, whereas Firm 2’s
demand is given by all consumers located to the right of x ′. If we assume (for simplicity)
that consumers are uniformly distributed along the segment, then Firm 1’s demand is
given by x ′, whereas Firm 2’s demand is given by 1 − x ′.

From figure 12.1 we can see that, although Firm 1 prices higher than its rival (p′
1 >

p′
2), it still receives positive demand. This contrasts with the Bertrand model, introduced

in chapter 7, in which the firm setting the lowest price takes all of the market demand.
The difference between the two models is that, in the Hotelling model, the products
sold by each firm are no longer identical in the eyes of consumers. This is because of
transportation costs. In fact, it can be seen from figure 12.1 that, if transportation costs
are negligible (low t), then the slope of the total cost curves would be very low, and the
firm with the lowest price would effectively take all of the market demand.

Generally, under the Hotelling model, each firm faces a downward-sloping demand
curve. This is derived in figure 12.2. To begin, the figure reproduces the calculations from
figure 12.1: If Firm 1 sets p′

1 and Firm 2 sets p′
2, then Firm 1 receives demand d1 = x ′.

Suppose that Firm 1 sets p′′
1 instead. At this price, the indifferent consumer is located at

x = 0. That is, p1 is so high that all consumers prefer buying from Firm 2. At the other
extreme, suppose that Firm 1 sets p′′′

1 . At this price, the indifferent consumer is located
at x = 1. That is, p1 is so low that all consumers prefer buying from Firm 1. Generally,
for p1 between the extremes p′′

1 and p′′′
1 , we obtain the demand curve d1(p1|p′

2). Notice
that the demand curve is a function of Firm 2’s price. If p2 were different from p′

2, then
we would obtain a different demand curve.

Having derived Firm 1’s demand function, we can now identify the Nash equilib-
rium of the Hotelling model. As in chapter 7, we look for a pair of prices (p1, p2) such
that no firm has an incentive to change prices. Suppose that marginal cost is constant
and equal to c for both firms, and suppose that Firm 2 sets p2 = pN

2 . What is Firm 1’s
optimal price? The solution is illustrated in figure 12.3. From Firm 1’s demand curve,
d1(p1|pN

2 ), we derive Firm 1’s marginal revenue curve, r1(p1|pN
2 ). Firm 1’s optimum re-

sults from equating marginal revenue to marginal cost, r1(p1|pN
2 ) = c, which corresponds

to pN
1 . Because both firms have the same marginal cost and pN

1 = pN
2 , we conclude that

these prices constitute a Nash equilibrium.c

c That is, the corresponding picture

for Firm 2 would be identical to that

for Firm 1, and so, for p1 = pN
1 , Firm

2’s optimal price would indeed be

pN
2 .

Figure 12.3 suggests a number of interesting facts about the equilibrium of the
Hotelling model. First, in contrast with the Bertrand model, equilibrium price is strictly
greater than marginal cost. This results from the fact that each firm faces a continuous,
downward-sloping demand curve, which in turn results from the fact that consumers
must incur transportation costs to make a purchase. In fact, if transportation costs are
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small, that is, if the value of t is small, then each firm’s demand curve is flat (see figure
12.2), and equilibrium price is close to marginal cost (see figure 12.3). A greater value of
t corresponds to a greater degree of product differentiation. We thus conclude:

The greater the degree of product differentiation, the greater the degree of market
power.

In other words, product differentiation provides a solution to the Bertrand “para-
dox” (see chapter 7). In fact, contrary to the prediction of the Bertrand model, price
competition does not necessarily lead to pricing at marginal cost level. The latter is true
only under the (somewhat extreme) assumptions of homogeneous product, no capacity
constraints, and no repeated interaction. In chapters 7 and 8, we saw that capacity con-
straints and repeated interaction may imply that firms set prices above marginal cost.
We now see that product differentiation is an additional motive for positive equilibrium
margins.

12.3 PRODUCT POSITIONING

In the previous section, we assumed that each firm’s location is given.d What if firms

d In fact, we have assumed that

firms are located at the extreme

points of the distribution of

consumer locations. However,

the analysis can be extended to the

case when firm locations are inside

the segment.

can choose where to locate their products? Product positioning is an important dimen-
sion of firm strategy in many different industries. For example, music stores must decide
whether to locate close to each other or far apart. Likewise, a breakfast cereal manufac-
turer must decide the characteristics of its products (how sweet, crunchy, etc., each cereal
brand ought to be). One of the considerations in such a choice is product positioning by
rival brands. In fact, “distance” with respect to competitors must be defined with respect
to the rivals’ choices of product characteristic. This introduces an element of strategic
behavior, one that we address in this section.

In chapter 7, we looked at a situation in which each firm manages two strategic
variables: capacity and price. We concluded that, in most cases, the correct model is to
assume that firms first choose production capacities and then prices, given production
capacities. This modeling option follows from the assumption that capacity is a long-
run variable (difficult to change), whereas price is a short-run variable (easy to change).
By the same token, the natural way to model pricing and product positioning is to
assume that firms first (simultaneously) choose where to locate their product and then
(simultaneously) choose prices, given their products’ locations. The question to ask then
is: What equilibrium locations will firms choose in the first stage of the two-stage game,
in anticipation of the ensuing stage of price competition?
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Figure 12.4 Product Positioning: Direct Effect.

Suppose, without loss of generality, that Firm 2 locates on the right half of the
segment, that is, between 0.5 and 1.e What is Firm 1’s optimal choice? Is it better for

e This is without loss of generality

because consumers are uniformly

distributed along the segment. If

Firm 2 were located along the left

half of the segment, then we could

transpose the analysis of Firm 1’s

decision and get the same results.

Firm 1 to locate close to Firm 2, or is it better for Firm 1 to choose a location close to 0?
There are essentially two effects (direct and strategic) to take into consideration.

First, for given prices, the closer Firm 1 is located to Firm 2, the greater its demand is, and
the greater its profits are. We refer to this as the direct effect of product positioning. Figure
12.4 illustrates the direct effect. For a given location by Firm 2 (l′2) and for given prices
(p′

1, p′
2), we consider two possible locations by Firm 1 (l′1, l′′1). As can be seen, Firm 1’s

demand is greater when it locates closer to l′2. Specifically, when l1 = l′′1, Firm 1’s demand
is given by d1 = x ′′, whereas when l1 = l′1 < l′′1, Firm 1’s demand is only d1 = x ′ < x ′′.

The assumption that prices are given is, however, incorrect: Prices are determined
in the second period as a function of first-period location choices. We must therefore
consider a second effect, which we refer to as the strategic effect: The price set by Firm
2 in the second period is a function of the location chosen by Firm 1 in the first period.
What is the effect of l1 on p2? Consider the extreme case when l1 = l2, that is, both firms
are located at the same point. In this case, the two products are effectively identical
in the eyes of every consumer. Although consumers have to incur transportation costs,
the situation is essentially that in the Bertrand model: In equilibrium, prices are set
equal to marginal cost. This contrasts with the case considered in the previous section
(l1 = 0, l2 = 1), where firms set positive margins. Generally, it can be shown that the closer
firms are together, the more intense price competition is. This is not surprising: As stated
in the previous section, product differentiation increases market power.

We thus have two effects of opposite sign: The direct effect induces firms to locate
close to each other, whereas the strategic effect leads them to differentiate. The exact
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balance of these two effects is likely to depend on the value of transportation costs and
on the distribution of consumers. It seems difficult to derive general rules other than:

If price competition is intense, then firms tend to locate far apart (high degree of
differentiation). If price competition is not intense, then firms tend to locate close
to the center (low degree of differentiation).

12.4 IMPERFECT INFORMATION

AND SWITCHING COSTS

In the previous sections, we considered industries in which firms sell products that are
similar but differentiated. Differences across products are often objective differences.
For example, a Porsche is different from a GM Geo. There are cases, however, where
differences are to a great extent subjective. For example, many consumers treat branded
drugs differently from the corresponding generics, even though they are, physically
speaking, identical.

For the purpose of studying market power, it does not matter whether products are
physically differentiated or not, so long as consumers treat them as different: A similar
framework to that in the previous sections would then apply. In this section, we consider
the cases when consumers are imperfectly informed about prices or have to pay a cost
to switch between sellers. As we will see, these are situations where, even if different
sellers offer the same product, consumers treat different sellers differently, a situation
akin to product differentiation.

Let us first address the case of imperfect information about prices. Consider a retail
market with n competing stores and a large number of consumers. Each consumer wants
to buy one unit of the good in question and is willing to pay up to u. An important
assumption we now make is that consumers are not a priori informed about the prices
set by each store. Specifically, to find out the price set by each store, a consumer must
visit that store, which implies a cost of s for the consumer—a search cost.

If there were no search costs, we would have a setting identical to the Bertrand
model, the result being that each store would price at marginal cost level. With a positive
search cost, however, a possible equilibrium is for every firm to price at the monopoly
level, p = u. In fact, if every firm sets p = u, then no firm has an incentive to reduce
price: Because consumers expect every store to price at the same level and the search
cost is positive, lowering the price is not going to attract any new customers; it will
simply amount to a loss in revenues.146 We thus conclude that search costs may lead to
monopoly pricing even though firms compete in price and the product is homogenous.
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Switching Costs

In many industries, consumers must pay a cost to switch between suppliers. For example,
a MacIntosh user who switches to Windows must incur the cost of getting used to a new
operating system, in addition to the cost of repurchasing software in a version that can be
run with the new operating system. Sometimes, switching costs are artificially created
by the sellers themselves. Frequent-flyer programs are one such instance: a frequent flyer
who wishes to change airlines must incur the opportunity cost of starting the mile count
from zero again.

The effect of switching costs is similar to that of search costs. In fact, the previous
model can be adapted so that s is now the cost of switching between suppliers rather than
the cost of searching rivals’ prices. If s is large enough, then there exists an equilibrium
whereby each firm sets price at the monopoly level. In fact, this is now the only equilib-
rium. Any price below monopoly level cannot be an equilibrium. If all firms were setting
p lower than u, then it would pay for an individual firm to set a slightly higher price. If
the price difference with respect to rival firms is less than the switching cost, then no
consumer would switch. Because sales remain constant and the sale price is higher, the
firm that increases price increases profits as well. We thus conclude that no price below
monopoly price can be an equilibrium price.147

This extreme result depends to some extent on the simplistic nature of the model.
However, it can be shown that, generally:

The greater the value of search costs or switching costs, the greater the sellers’
market power tends to be.

Price Dispersion

Price dispersion is a widely observed phenomenon. A Braun Flex Integral shaver sells
for about $90 in Spain, $103 in the Netherlands, $118 in Germany and $124 in France.148

Similar cross-country differences are found in cars as well (see chapter 10). A Portuguese
consumer magazine reports prices on the same Bruce Springsteen CD ranging from Esc
2490 to Esc 3720.149 However, these are not necessarily examples of price dispersion in
the sense considered in this section. Cross-country differences in the price of an electric
shaver are more an example of price discrimination than of price dispersion. Differences
in car prices result to a great extent from differences in taxation and regulation across
European countries. Regarding CDs, it is difficult to compare prices across stores as
different as hypermarkets and specialized music stores: The shopping experience the
consumer gets is quite different in each case (the same argument applies to comparisons
with internet shopping).

But consider the example of airline tickets. It is nowadays relatively easy and safe
to buy tickets over the phone. Moreover, the costs of making a phone call and of posting
an airline ticket are minor compared to the sale value. A recent survey suggests, however,
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that there is significant price dispersion for a given airline ticket (same flight, same airline,
same restrictions). The main source of dispersion seems to be across European countries,
but differences also can be found within the same country.150 Can this be an equilibrium
situation? Why don’t consumers shop around more often?f

f One reason for cross-country

differences may be that prices

quoted in different currencies

increase the level of consumer

confusion and make shopping

comparisons more difficult. In

this sense, the introduction of the

European single currency (the euro)

provides an interesting natural

experiment: will price dispersion

across European countries be

reduced?

A variation of the search model presented previously can address these questions.
Suppose that there are two types of consumers—one with positive search costs, and one
with zero search costs. One tantalizing possibility is that, in equilibrium, some firms
set a high price, while other firms set low prices. In this equilibrium, consumers with a
positive search cost buy from the first store they encounter. In some cases, this will be
a store charging a high price. Consumers know that there exist stores charging a lower
price, but they still prefer to purchase at the first store they visit: The expected gain from
searching for a lower price does not compensate the search cost. Finally, consumers with
no search costs purchase at the lowest price available.

This implies that (1) stores charging a high price make sales only to consumers
with positive search costs; (2) stores charging a low price sell both to consumers with
positive search cost who happened to visit that store first and to consumers with zero
search cost. For this to be an equilibrium, it is necessary that neither high-price stores
wish to lower their price nor do low-price stores wish to increase it. This is possible
because, while selling at a lower margin, low-price stores sell a greater quantity.

Models of this type are known as the tourists–locals model. In fact, the experience
of retail trade in many cities is that some stores offer low prices while others are “tourist
traps”: For essentially the same product or service, large price differentials are observed.
The analogy is straightforward: Tourists are consumers with high search costs, whereas
locals have low search costs. Notice that this does not necessarily require the value of
time to be lower for a local; in fact, the opposite may well be the case. The reason why,
in fact, locals have lower search costs is that they plan to make several purchases, so that
the search cost can be spread over the multiple units bought.

Summary

. The greater the degree of product differentiation, the greater the degree of market
power.

. If price competition is intense, then firms tend to locate far apart (high degree of
differentiation). If price competition is not intense, then firms tend to locate close to
where the demand is located (low degree of differentiation).

. The greater the value of search costs or switching costs, the greater the sellers’ market
power is.
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Key Concepts

. horizontal and vertical product differentiation

. characteristics approach

. product positioning

. direct and strategic effect

. search costs and switching costs

Review and Practice Exercises

12.1∗ Consider a duopoly where horizontal product differentiation is important. Firms
first simultaneously choose their product locations, then simultaneously set prices in an
infinite series of periods.

Suppose that firms collude in prices in the second stage and anticipate this at the
product-positioning stage. What do you expect this implies in terms of the degree of
product differentiation?151

12.2 Empirical evidence suggests that, during the 1970s, a firm with an IBM 1400
was as likely as any other firm to purchase an IBM when making a new purchase; a firm
with an IBM 360 was more likely to purchase an IBM than a firm that did not own an
IBM 360. Software for the IBM 1400 could not run on the succeeding generations of IBM
models (360, 370, 3000, and 4300); software for the IBM 360 could run on the 370, 3000,
and 4300.152 How do you interpret these results?

12.3 According to a market analyst in Brussels:

The euro [the new European single currency] will bring lower prices overall but the price
differences will be more or less the ones we have right now.

Do you agree? Why or why not?

12.4 A study on retail price for books and CDs finds that price dispersion (weighted
by market shares) is lower for internet retailers than for conventional retailers.153 Discuss.

12.5 “Price dispersion is a manifestation—and indeed it is a measure—of ignorance
in the market.”154 Do you agree? Compare with possible alternative explanations for price
dispersion.
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Extension Exercises

12.6∗ Consider the model of price dispersion sketched in section 12.4. Show that there
can be at most two different prices in equilibrium.

12.7∗ Two firms are engaged in Bertrand competition. There are 10,000 people in the
population, each of whom is willing to pay at most 10 for at most one unit of the good.
Both firms have a constant marginal cost of 5. Each firm is allocated half the market. It
costs a customer s to switch from one firm to the other. Customers know what prices are
being charged. Law or custom restricts the firms to charging whole-dollar amounts (e.g.,
they can charge 6, but not 6.50).

a. Suppose that s = 0. What are the Nash equilibria of this model? Why does discrete
(whole-dollar) pricing result in more equilibria than continuous pricing?

b. Suppose that s = 2. What is (are) the Nash equilibrium (equilibria) of this model?

c. Suppose that s = 4. What is (are) the Nash equilibrium (equilibria) of this model?

d. Comparing the expected profits in (b) to those in (c), what is the value of raising
customers’ switching costs from 2 to 4?155

12.8∗ Twenty-five different stores sell the same product in a given area to a population
of two thousand consumers. Consumers are equally likely to first visit any of the twenty-
five stores. Half of the consumers have no search costs and purchase at the lowest price.
The other half are willing to buy one unit of the product up to a maximum of $70 and
must incur a cost of $44 to find out about the prices charged by other stores. Each store
can sell up to 50 units and has a unit cost of $25.

a. Show that, in equilibrium, there exist at most two different prices.

b. Show that, if there exist two different equilibrium prices, then the higher price must
be 70.

c. Show that the following is an equilibrium: 5 firms set a price of 70, and the remaining
20 firms set a price of 45.
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Advertising

The pharmaceutical industry is known for its high research and development (R&D)
budgets. However, advertising and promotion expenditures are even higher than R&D
outlays. To be fair, this depends on how exactly we define advertising and promotion.
In any event, it is unquestionable that advertising expenditures play an important role
in pharmaceuticals. The same might be said of many other industries. In the soft-drink
industry, for example, price competition plays a relatively secondary role with respect
to advertising competition. This chapter, which concludes part IV of the book, focuses
on advertising as a firm investment and strategy.

13.1 INFORMATION, PERSUASION,

AND SIGNALING

Persuasion versus Information

Economists classify goods and advertising about goods in different categories. Goods
can be search goods or experience goods. A search good is one whose features the
consumer can ascertain before purchase. An experience good, by contrast, is one whose
features can be ascertained only upon consumption.a The features of a personal computer

a A third category might be that

of credence goods, when quality

cannot be determined even after

consumption. Examples include

medical and legal services.

(microprocessor speed, hard-disk capacity, etc.) can be determined by inspection. In this
sense, a PC would be a search good. By contrast, no matter how much you are told about
a given red wine, you won’t know how good it is until you taste it; wine would thus be
an experience good.

The distinction between search goods and experience goods leads to a parallel
classification of advertising expenditures. Economists frequently distinguish between
informative advertising and persuasive advertising. Informative advertising describes
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the product’s existence, its characteristics (e.g., weight, size, speed) and selling terms
(e.g., price, financing interest rate). Persuasive advertising, by contrast, is designed to
change consumers’ preferences (“our product tastes better,” etc.).

The distinction between information and persuasion is important in assessment
of the social value of advertising. Everyone accepts that there is value in advertising
messages that provide information. Most would agree, however, that there is little direct
value, if any, in persuasive advertising. The question is, therefore, Which form of
advertising is more important? In other words, is the average advertising message more
informative or more persuasive in nature? Empirical evidence suggests that both types
of advertising are important. For example, box 13.1 shows that informative advertising
played an important role in the launch of a new yogurt brand. By contrast, box 13.2
suggests that persuasive advertising has been responsible for maintaining the market
power of branded pharmaceuticals vis-à-vis generics manufacturers.

Box 13.1 Informative versus Persuasive Advertising
156

The introduction of price scanners at supermarket checkout counters has allowed
for the creation of datasets of unprecedented detail. A. C. Nielsen uses such datasets
to follow consumer behavior patterns. By pairing this information with the mon-
itoring of household TV viewing, one is able to relate consumption behavior to
advertising exposure.

Yoplait, the second largest yogurt manufacturer in the United States, intro-
duced Yoplait 150 in April 1987. Based on the Nielsen data described earlier, an
econometric estimation can be performed of the factors that influence the decision
of buying Yoplait 150 on a given shopping trip. The results are the following:

Probability of buying Yoplait 150 =
1.85 × Advertising exposure

− 0.24 × Advertising exposure × No. previous purchases

+ (other variables),

where “advertising exposure” is the number of 30-second ads for Yoplait 150 ob-
served by each consumer during the week of the shopping trip. The first coefficient,
positive, indicates that the more Yoplait spends on advertising, the greater the
probability of a purchase. The second coefficient, negative, indicates that the more
accustomed a consumer becomes to Yoplait, the less advertising expenditures will
influence his or her decision. This result is consistent with the view that advertising
has an informative role (in this case, information about the product’s existence).
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Box 13.2 Branded Drugs and Generics
157

In 1984, the U.S. Congress passed legislation that allowed drug manufacturers to
receive fast Food and Drug Administration (FDA) approval for marketing generic
versions of off-patent branded drugs. The idea was to limit the increase in phar-
maceutical prices. In fact, since 1984, the market share of generics has grown from
18% to 42%. However, the prices of branded drugs have not decreased accord-
ingly; quite the opposite, in fact. So much so that, although the share of generics
in volume is increasing, that same share is decreasing in value.

To a great extent, these trends result from the massive direct-to-consumer
advertising campaigns launched by the large pharmaceutical firms. In 1998 only, it
is estimated that more than $10 billion was spent on ads and promotions. Generic
drug makers, on the other hand, can hardly keep up with the marketing muscle of
the large firms, in terms of both advertisement and detailing. For example, it is rare
for generic drug makers to send salespeople to visit doctors as brand companies
do. This is not surprising if one considers the difference in size between the large
brand companies (e.g., Glaxo Wellcome, valued at $110 billion) and the generic
drug companies (e.g., Mylan Laboratories, one of the leading generic drug makers,
valued at $4.4 billion).

If advertising were mainly informative, we would associate it primarily with search
goods. However, empirical evidence shows that the advertising/sales ratio is three times
greater for experience goods than it is for search goods.158 Observations of this kind
form the basis for the popular view that “the constructive contribution [of advertising]
to humanity is exactly minus zero,” to quote F. Scott Fitzgerald. Economists, however,
have proposed several efficiency arguments in defense of advertising. We begin with the
view of persuasive advertising of experience goods as a form of (indirectly) informative
advertising.

Signaling

In 1984, Ford Motor Co. financed an advertising campaign consisting of a series of
Ford Ranger trucks being thrown out of airplanes or driven off cliffs. At about the same
time, Diet Coke was introduced with an advertising campaign featuring a large concert
hall full of people—including a large number of high-priced celebrities—and a simple
announcement that Diet Coke was the reason for the assemblage. These are examples of
ads that carry little direct information (other than the existence of the product). In fact,
the most important (implicit) message seems to be “We are spending large amounts of
money on this advertising campaign.”159
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The fact that these advertising campaigns provide little direct information does
not preclude the possibility that they are informative—in an indirect sense. Consider
the case of an experience good such as a piece of software or a bottle of wine. Suppose
that time is divided into present and future. Initially, a number of new product varieties
are launched in the market. Consumers know that some are high-quality products, and
some are of low quality, but they don’t know which ones are which: The only way to find
out is to actually purchase them. If a given firm sells in the present, then its quality will
be known in the future. If it does not sell, then consumers will still be uncertain about
quality in the future.b

b In reality, things are not so drastic.

We are considering the extreme

possibilities of full information

or no information for the sake of

illustration only.

Suppose that firms launch high-quality products with expensive advertising cam-
paigns. The implicit message of this “money-burning” effort can be interpreted as follows:
“Because our quality is high, we can afford to spend this much money on advertising.
In fact, consumers should rationally believe that our product is of high quality and pur-
chase it. Their experience will show them that the product is indeed of high quality, the
consequence of which will be that they will purchase it again in the future.” If such is
the case, then we conclude:

Advertising expenditures may serve to signal product quality.

Is this a credible message? Why don’t firms do the same with low-quality products,
namely, spend money on advertising and sell for a high price to consumers who expect
they are buying high quality? In other words, are consumers behaving rationally when
they expect high advertising to mean high quality? The point is that firms selling high-
quality products have more to gain from getting consumers to try their products than
firms selling low-quality products. In fact, firms selling high-quality products will receive
repeat purchases, whereas firms selling low-quality products will not. For this reason,
there exists a level of advertising expenditures that firms selling high-quality products
are willing to incur but firms selling low-quality products are not. This implies that, in
equilibrium, advertising is a sure sign that the product is of high quality.

The interpretation of advertising as a signal implies a qualification on the idea of
“wasteful” advertising. In equilibrium, positive advertising expenditures are a waste in
the sense that they provide no direct information about product characteristics. However,
the equilibrium with advertising may be more efficient than the equilibrium without
advertising. If there were no advertising, it could occur that high-quality firms would
not have incentive to produce, as their products are (ex-ante) identical to low-quality
products. If consumers value high-quality products a great deal, then the no-advertising
outcome may be worse, even considering the savings in advertising expenditure. In
other words, the equilibrium with advertising may be more efficient because the indirect
informative value of advertising is greater than its cost.
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Figure 13.1 Advertising Elasticity and Returns from Advertising.

13.2 ADVERTISING INTENSITY

Some industries spend more on advertising than others. This can be seen, for example, by
measuring advertising intensity, specifically, the advertising-to-revenues ratio a/R (the
ratio of advertising expenditures to total sales). For example, in the salt industry, a/R is
of the order 0 to .5%. For breakfast cereals, by contrast, the numbers are in the interval
8% to 13%.160 What explains these differences in advertising intensity? In this section,
we attempt to answer this question. We leave aside the issue of whether advertising is
primarily informative or persuasive (see section 13.1) and simply assume that advertising
expenditures imply a shift in the consumer demand curve.c

c That is, the shift could be caused

by the informative or by the

persuasive nature of advertising.

We do not make any particular

assumption in this regard; we

simply assume that there is a shift

in the demand curve.

Figure 13.1 provides a first answer. Both graph (a) and graph (b) assume a fixed
amount spent on advertising. Case (a) is the case in which advertising expenditures have
little impact on demand. Cement would be an example: Construction companies are not
very sensitive to cement advertising; their purchasing decisions are mostly based on
price and related terms of sales. Case (b) corresponds to the case when the demand curve
is sensitive to advertising expenditures. Soft drinks would be one of many examples.
The main point of figure 13.1 is that the marginal gain from advertising expenditures is
greater the more sensitive the demand curve is to advertising expenditures. As a result,
other things being equal, we would expect firms to advertise more when the demand
curve is more sensitive to advertising expenditures.

Figure 13.2 makes an additional point. In both cases (a) and (b), advertising has
the same impact on quantity demanded; so, as far as the first explanation is concerned,
the returns from advertising would be the same (see figure 13.1). The difference between
the two cases is that the demand curve is more elastic in case (b) than in case (a). As we
have seen in chapter 5, the greater the demand elasticity, the lower the optimal price.
As figure 13.2 shows, this implies a lower price-cost margin when elasticity is higher.
Because the price-cost margin is lower in case (b), so is the gain from advertising smaller,
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Figure 13.2 Demand Elasticity and Returns from Advertising.

even though the increase in quantity demanded is the same. In other words, the marginal
gain from advertising is greater the greater the price-cost margin.

The ideas of Figures 13.1 and 13.2 can be summarized in the Dorfman-Steiner
formula:161

a
R

= p − MC
p

η

= η

ε
,

(13.1)

where η is the demand elasticity with respect to advertising expenditures and ε the
price elasticity of demand. That is, η measures how much quantity demanded increases
(percentwise) when advertising expenditures are increased by 1%. (Likewise, ε measures
how much quantity demand decreases as a result of a 1% increase in price.)d

d The second equality in (13.1)

should be familiar from chapter 5,

where it is shown that the optimal

margin is inversely related to

demand elasticity.

Thus, equation 13.1 states:

The advertising-to-sales ratio is greater the greater the advertising elasticity of
demand and the lower the price elasticity of demand (or the greater the price-cost
margin).

Table 13.1 displays the values of the various terms of (13.1) for a number of
consumer products in Australia. Except for cigarettes and toothpaste, the value of a/R
seems approximately equal to the value of η/ε, in accordance with the Dorfman-Steiner
formula.



Advertising 229

Table 13.1 Advertising: Optimal Values and Observed Values.
162

Market η/ε a/R

Instant coffee .019 .020

Bottled beer .008 .011

Cigarettes .019 .046

Toilet soap .013 .012

Laundry washing powder .019 .030

Toothpaste .024 .059

Paint (finished coats) .009 .019

Motor spirit .017 .016

Market Structure and Advertising Intensity

We have seen how advertising intensity depends on the type of product, specifically, how
it is a function of advertising and price elasticities of demand. A second, related, question
is: How does advertising intensity vary with market structure? Do firms advertise more
in industries with many small firms, or in industries with a few large ones? Equation
13.1 suggests a rephrasing of the same question in a different way: How do the firm’s
advertising and price elasticities vary with market structure?

The answer is easiest in the case of price elasticity: The greater the number of firms,
the greater the firm’s price elasticity of demand (in absolute value). The idea is that,
by decreasing its price, not only is firm i increasing total demand, it is also increasing
its market share; the second effect is greater the lower firm i’s market share is. So, on
account of the price elasticity, we would expect advertising intensity to be lower the
more fragmented the industry is. In other words: The more competitive the industry is,
the lower the price-cost margin; as we have seen before, the lower the price-cost margin,
the lower the optimal advertising intensity.

Let us now look at the effect of market structure on the firm’s advertising elasticity
of demand. Let us consider two extreme cases. First, suppose that advertising increases
every firm’s demand equally. For example, advertising milk, with no reference to any
brand name, increases the demand for every firm that sells milk. In other words, adver-
tising milk is a public good for all milk sellers. In this extreme case, each firm’s advertising
elasticity decreases as concentration decreases. In fact, the more fragmented the industry
is, the lower the benefit from advertising that is captured by the firm that pays for it.

The diamond industry provides an interesting example. For decades, DeBeers has
dominated the industry, controlling more than 90% of the distribution of diamonds.
DeBeers has also been the exclusive source of diamond advertising (“Diamonds are
forever”). DeBeers’s grip over distribution has suffered from the rise of Russian producers-
turned-distributors. A further blow is expected as newly found Canadian mines begin
their operations. One of the main fears held by the various industry players is that
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DeBeers’s reduced market share will decrease their incentive to maintain high advertising
outlays, possibly to the point of leading the industry to collapse, as consumers discard
the (erroneous) notion that diamonds are scarce.

Examples where advertising is a public good are rare, however. Let us then consider
the opposite extreme case: Suppose total demand is fixed and independent of advertising;
the only effect of advertising by firm i is to shift demand across rival firms. An example
of this is prescription drugs when there is competition between a branded drug and
the corresponding generic competitors: The main effect of advertising is not to make
consumers buy larger quantities of the drug but rather to make them switch between
generic and branded drugs. In this case, how does the advertising elasticity of demand
vary with market structure? Clearly, the advertising elasticity increases as we go from
one to two firms. In fact, under monopoly, the advertising elasticity would be zero (as
there are no competitors), whereas under duopoly it would be positive. Generally, we
might expect the elasticity to increase as market concentration decreases, starting from
high levels of concentration.

To illustrate these ideas, consider the case of spandex, an elastic fiber used in var-
ious types of fashionable clothing (fashionable as of the end of the second millennium).
Although spandex per se is a fairly homogeneous product, the industry is dominated by
DuPont, whose Lycra brand name commands a market share in excess of 60% (the re-
mainder is divided between Bayer AG, Globe Manufacturing, and other competitors).163

One of the main reasons for DuPont’s market dominance is the enormous advertising in-
vestment it made in promoting the Lycra brand name. For example, in print advertising,
the Lycra logo appears jointly with major names such as Claiborne and Levi Strauss.

Spandex was invented by DuPont in 1959. If DuPont still held exclusive patent
rights on spandex, would it be spending more or less on advertising? On the one hand,
DuPont’s advertising fosters the consumption of spandex, which benefits both DuPont
and its rivals. Given this free-riding problem, we would expect DuPont to spend less
when it competes against rival firms. On the other hand, one of the main reasons for
DuPont’s advertising effort is to keep spandex from turning into a commodity. In this
sense, competition may be a factor for increased advertising.

To summarize, as the number of firms increases and industry concentration de-
creases, there are three effects that determine the variation in advertising intensity. First,
each firm’s margin decreases; second, each firm captures a lower share of the demand-
increasing effect of advertising; and third, each firm captures a greater share of the
demand-shifting effect of advertising. The first two effects imply a decrease in adver-
tising intensity, whereas the third one implies an increase in advertising intensity. The
net effect is ambiguous.

Not surprisingly, the empirical evidence of the effect of concentration on adver-
tising intensity is ambiguous as well. However, there seems to be a certain empirical
regularity whereby, as concentration decreases from a high level of concentration, ad-
vertising intensity increases as concentration decreases; whereas, starting from a low
level of concentration, advertising intensity decreases as concentration decreases.
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13.3 PRICE COMPETITION AND ADVERTISING

So far, we have, with few exceptions, considered the problem of advertising from a
monopolist’s perspective, that is, we have not explicitly considered the interaction
between competing firms’ advertising strategies. In principle, much of what was said
about price competition can be extended to competition in advertising. In particular,
the notion that duopoly (and oligopoly) competition constitutes a prisoner’s dilemma is
equally applicable to price competition and to competition on advertising.

In the case of price competition, both firms are better off by setting a high price.
However, each firm has a unilateral incentive to cut prices; specifically, under the
assumption of homogeneous product, undercutting the rival is an optimal response
whenever the rival prices above marginal cost. Now, consider the extreme case when
total demand is constant, and suppose that the only effect of advertising is to shift market
shares across competitors. Specifically, the firm that advertises the most receives all of
the market share. In this context, the joint incentive for two duopolists is to spend zero on
advertising. However, whichever low level the rival spends on advertising, the optimal
response is to advertise a little more. The result is that firms will advertise to the point
where profits are zero, just as under Bertrand competition.

The preceding example is rather extreme: it assumes that the only effect of adver-
tising is to shift market shares; it also assumes that the greater spender on advertising
captures all of the market demand. However, the qualitative feature of the example—
namely, the fact that competition leads firms to spend more on advertising than they
would like—is more general (just as the “curse” of competition extends beyond the ex-
treme assumptions of the Bertrand model).

As in the case of price competition, repeated interaction may help in alleviating
the costs of excessive competition. There are, however, a few differences in advertising
with respect to pricing. First, the frequency with which advertising decisions are made
is normally lower than pricing decisions. For example, a gas station may change prices
on a daily basis, whereas advertising budgets and advertising campaigns are normally
determined on an annual or quarterly basis. Second, whereas price decisions have mostly
a short-run effect, advertising expenditures frequently imply a medium- or even long-
run effect. In fact, one should think of advertising expenditures as investments in the
asset brand equity.

Both of these differences (frequency of interaction and advertising as an invest-
ment) correspond, in terms of the terminology of chapter 8, to a lower value of the
discount factor. That is, other things being equal, we would expect an agreement to keep
advertising expenditures at a low level to be more difficult to maintain than an agreement
to maintain prices high.

In addition to comparing competition in pricing with competition in advertising,
it is interesting to consider the interplay between pricing and advertising competition.
We first consider how advertising competition impacts on price competition and then
finish with the analysis of the reverse direction of causation.
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Advertising Softens Price Competition

Consider the following simple example, based on the Hotelling model (see chapter 12),
but with an element of uncertainty. Suppose there are two wineries, each producing
a brand of white wine. Consumers know that there exist two firms and two product
varieties (one per firm); however, consumers do not know the characteristics of each
product. For the sake of simplicity, suppose that the only relevant characteristic is how
sweet the wine is. As we have seen in the previous chapter, this is a typical example of
horizontal product differentiation: Some consumers prefer dry white wines, some sweet
ones. Finally, suppose that prices pA and pB are observed by consumers and that the
latter’s preferences for sweetness are uniformly distributed in the Hotelling segment (see
chapter 12).

In this context, cross-price elasticity between the two products is infinity. In other
words, consumers treat the products as if they were identical. They are not, to be sure,
but given the consumers’ imperfect knowledge, it’s as if they were. For this reason, if pA

is lower than pB, then all consumers flock to Firm A, and vice versa. From the analysis
of the Bertrand model (see chapter 7), we know that this leads to an equilibrium where
firms price at the level of marginal cost.

Suppose now that firms advertise their location: For example, Firm A is located at
l1 and Firm B at l2. We now have a standard Hotelling model like the one discussed in
the previous chapter. As we then saw, the equilibrium consists of firms setting a price
above marginal cost by an amount that is proportional to the consumers’ “transportation”
cost. In summary, advertising product locations transformed a Bertrand situation into a
Hotelling situation.

Generally, advertising product characteristics increases product differentiation and
consequently softens competition.

An interesting example of this strategy is given by Procter & Gamble’s (P&G’s) recent
advertising strategy for its Crest MultiCare toothpaste. See box 13.3.

In the preceding example, advertising is informative: It conveys objective informa-
tion about product characteristics. Common observation, however, suggests that many
advertising messages convey little or no information at all. Even in these cases, advertis-
ing seems to increase the degree of (perceived) product differentiation and soften price
competition. For example, Monsanto spent vast amounts on advertising its Nutrasweet
brand name and its logo while it had a monopoly on the production of aspartame. Its
patents on aspartame have now expired. However, despite the fact that aspartame is a
homogeneous product, Nutrasweet still holds a dominant market share. To a great ex-
tent, its dominance is due to a perceived difference between Nutrasweet and aspartame
produced by rival firms. In other words, advertising may increase product differentiation
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Box 13.3 ToothpasteWars:Why P&G’s Ad Praises Archrival Colgate
164

In June 1998, P&G paid for full-page ads in about 100 U.S. newspapers.
The ads featured side-by-side comparisons between P&G’s Crest MultiCare and
Colgate’s Total on a number of toothpaste benefits. Both brands checked on a
number of items, such as “helps fight cavities” and “helps brush away plaque.”
However, when it came to “helps reduce and prevent gingivitis and reduce plaque,”
only the Colgate Total box was ticked. On the other hand, only Crest’s MultiCare
checked on “better taste” and “fresher feeling breath.”

It is highly unusual for P&G—in fact, for any firm—to cede an advantage
to a competitor in this way. P&G asserts that their “policy is to play fair, so our
ad did acknowledge the competition’s gingivitis claim.” However, one can argue
that it is in P&G’s own interest to act in this way. First, praising the competitor’s
product makes it more difficult for Colgate to challenge the ad’s claims. Second, as
the analysis in the text suggests, one important effect of the ad is to increase the
consumers’ perception of differences between the two brands, thus softening price
competition.

by informing consumers about objective product characteristics, or simply by creating a
subjective sense of differentiation.

Anecdotal evidence suggests that the latter form of advertising, namely that which
induces spurious product differentiation, is indeed very common. In addition to aspar-
tame, one can find numerous examples, including medical drugs, cigarettes, and soft
drinks. This observation forms the basis of the view that most advertising is not only
wasteful, but it is anti-competitive and positively harmful. For an economist, this is a
difficult question to tackle: How can consumer welfare be measured when the result of
advertising is precisely to change consumer preferences? Even so, one possible efficiency
defense of advertising would be that it leads to a new equilibrium with greater output.
If market power is important, then it is likely that equilibrium output is below optimal
output. Advertising thus improves allocative efficiency in the output market.165

Advertising Intensifies Price Competition

Let us now examine the opposite case, namely, the case in which advertising intensifies
price competition. Consider a duopoly of a homogeneous product. Each consumer is
willing to pay up to u for the product. However, consumers don’t know the price charged
by each firm. Moreover, consumers have the time to check the price of only one of the
firms, or to “visit” one of the firms. Because consumers have no information about price,
their best strategy is to choose one of the firms at random, check the price, and purchase
if price is not greater than u. Knowing this, both firms find it optimal to set p = u: A
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higher price would drive demand to zero; a lower price would not increase demand. In
other words, demand elasticity (with respect to price decreases) is zero.

Now suppose that firms advertise their prices and that all consumers learn about
prices. Because the product is homogeneous, we now have a situation like the Bertrand
model, with equilibrium price equal to marginal cost. In other words, advertising price
information increases demand elasticity to such an extent that firm profits go from
monopoly profits to zero profits. We thus have an instance when

Advertising prices increases price competition.

Empirical evidence from some industries seems to support this assertion. For
example, it was found that the average price of eyeglasses was higher in U.S. states
that imposed a ban on advertising prices (of eyeglasses) than in states that imposed no
restrictions on advertising.166

Why would firms then spend money in advertising prices? Consider, for example,
the retailing of consumer electronics. The products that are sold are essentially homoge-
neous (a Sony TV set, a Pioneer stereo system, etc.). Retailers frequently pay for ads in
newspapers and specialized magazines. If this increases price competition, why would
they do it? There are at least three explanations for this pattern of behavior.

First, advertising may have the nature of a prisoner’s dilemma: All firms would be
better off without spending money on advertising, but each firm prefers, unilaterally, to
spend money on advertising. In fact, continuing with the model assumptions, if no firm
spends money on advertising, then consumers expect all firms to set p = u. If one of the
firms were to advertise p = u − ε, then it would receive all of the market demand and
increase its profits drastically.

A second interpretation is that not all consumers behave in the same way. In
chapter 12, we looked at a model with consumers who shop and consumers who don’t.
Advertising prices may be part of an equilibrium wherein some firms price lower and
attract shoppers. Advertising would then be a way of signaling to shoppers that the
retailer is one of the low-price retailers: Even shoppers have positive search costs, and
advertising reduces search costs.

A third interpretation is suggested by empirical evidence from consumer electron-
ics retailing in the United Kingdom. Notwithstanding the large sums spent on advertising
prices, the latter remain remarkably high and similar across retailers. To a great extent,
this is due to resale-price maintenance and similar arrangements that keep prices high.
In this context, advertising seems to be a way of announcing or reminding consumers of
the retailer’s existence. In other words, consumers don’t gain much from shopping (be-
cause of resale-price maintenance and similar arrangements); all that consumers have to
do is choose a retailer and purchase; ads play an important role in this decision. Finally,
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because margins are so high (because of RPM or similar arrangements), the incentive to
advertise is indeed very high: One extra consumer gained accrues a large marginal rev-
enue. In this instance, it’s not so much advertising that influences price competition as the
opposite: Price competition (or lack thereof) determines the incentives for advertising.

Summary

. Advertising may be classified as informative or persuasive. Advertising expenditures
may also serve to signal product quality.

. The advertising-to-sales ratio is greater the greater the advertising elasticity of demand
and the lower the price elasticity of demand (or the greater the price-cost margin).

. Advertising product characteristics is likely to increase product differentiation and
soften price competition. Advertising prices is likely to increase price competition.

Key Concepts

. search goods and experience goods

. informative advertising and persuasive advertising

. signaling

. advertising-to-revenues ratio

Review and Practice Exercises

13.1 Explain how advertising expenditures with no direct informational content can
increase market efficiency.

13.2∗ Empirical evidence suggests that the probability of a household switching to
a different brand of breakfast cereal is increasing in the advertising intensity of that
brand. However, the effect of advertising is significantly lower for households that have
previously tried that brand.167 What does this suggest about the nature of advertising
expenditures (persuasion versus information)?
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13.3 Consider the following industries: pharmaceuticals, cement, perfumes, fast
food, and compact cars. How would you expect them to be ordered by advertising
intensity? Why?

13.4 In section 13.2, it was argued that advertising intensity under duopoly should
be greater than under monopoly. DeBeers, the dominant firm in the diamond industry (a
cartel that in many respects is like a monopoly), spends vast resources on advertising.
DeBeers has also started to advertise diamonds and the name DeBeers. Is this consistent
with the analysis of section 13.2? What aspects of the diamond industry are not reflected
in the analysis of section 13.2?

13.5 Which of the two cars, BMW series 5 or Nissan Sentra, would you expect to have
a greater price elasticity? Based on this, which car would you expect to have a greater
advertising-to-sales ratio? Is the empirical evidence consistent with this expectation?

13.6 Consider the values in table 13.2. In which industries do you expect advertising
intensity to be higher?

Table 13.2 Advertising, Income and Price Elasticities in Specific Industries.
168

Advertising

Industry Income Price Short-Run Long-Run

Bakery products .757 −.263 .223 .265

Books 2.205 −.774 .250 .348

Canning .359 −.820 .614 .963

Cereals and grain mill products .177 −1.469 .224 .320

Cigars and cigarettes .001 −1.809 .408 .575

Costume jewelry −1.407 −3.007 .282 .307

Distilled liquor .179 −.253 .641 .745

Drugs .719 −1.079 .663 1.042

Jewelry (precious metal) 1.792 .661 .147 .201

Malt liquor −.184 −.562 .004 .010

Soaps 1.684 −.758 .284 .294

Soft drinks 2.008 −1.478 .567 .591

Wines .407 −.680 .972 1.202
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Extension Exercises

13.7∗∗ Your company sells expensive, branded fountain pens. There are 100,000 people
aware of your pens. Each of these 100,000 people has his or her own willingness to pay
for your pens. These willingness-to-pay numbers are uniformly distributed between $0
and $500. So, your demand curve is given by Q = 100000(1 − p/500). Your marginal cost
per pen is $100. Well-versed in economics, you are pricing your pens at $300 each, and
selling 40,000 pens, generating a contribution of $8 million.

You have just become brand manager for these fountain pens. The previous brand
manager engaged in very little advertising, but you are considering running a major
promotional campaign to build your brand image and visibility. You are considering
two possible advertising campaigns; call them “Build Value” and “Expand Reach.” (You
will run either one of these campaigns or none at all; you cannot run both.)

The “Build Value” campaign will not reach any new potential customers, but will
increase the willingness-to-pay of each of your 100,000 existing customers by 25%. This
campaign costs $2.5 million to run.

The “Expand Reach” campaign will expand the set of potential customers by 25%,
from 100,000 to 125,000. The 25,000 new customers reached will have the same dis-
tribution of willingness-to-pay as the preexisting 100,000 potential customers (namely,
uniformly distributed between $0 and $500). This campaign costs $1.8 million to run.

a. If your choice were between running the “Build Value” campaign and running no
campaign at all, would you choose to run the “Build Value” campaign? Show your
calculations.

b. If your choice were between running the “Expand Reach” campaign and running no
campaign at all, would you choose to run the “Expand Reach” campaign? Show your
calculations.

c. What choice would you make in this situation: Run the “Build Value” campaign, run
the “Expand Reach” campaign, or run neither?169

13.8∗∗ The effect of advertising expenditures can be decomposed into (a) effect on total
market demand, and (b) effect on market shares. Accordingly, the following cases can be
distinguished, where qi is firm i’s demand and ai its advertising expenditure:170

Cooperative advertising: ∂ qj / ∂ ai > 0

Predatory advertising: ∂ qj / ∂ ai < 0

Perfectly cooperative advertising: ∂ qi / ∂ ai = ∂ qj / ∂ ai

Completely predatory advertising: ∂ qi / ∂ ai + ∂ qj / ∂ ai = 0
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Empirical studies suggest the following values of demand elasticity with respect
to advertising levels.171

Advertising Elasticity

Product Own Cross∗∗

Coca-Cola .25 −.06
Pepsi-Cola .32 −.62
Saltine crackers∗ .16 −.05
High-tar cigarettes .005∗∗∗ −.001∗∗∗

* Long-run elasticity for major brands

** Cross elasticity is the elasticity of qi with respect to aj

*** NB: These are derivatives of market share with respect to advertising level

Based on this classification, how do you characterize advertising expenditures on cola
drinks, saltine crackers, and cigarettes?
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C H A P T E R 14

Entry Costs, Market Structure,

and Welfare

One limitation of the model of perfect competition is that it says very little about the firm
size distribution in a long-run equilibrium. Assuming there are constant returns to scale
(i.e., average cost is constant), what is the number of firms in equilibrium? What is the
size of each firm? According to the model of perfect competition, any number and size
distribution is possible, so long as each firm is sufficiently small for the assumption of
price-taking behavior to hold.172

Now, let us look at the empirical evidence. Figure 14.1 depicts data on market
concentration (measured by C4) in a number of sectors in France and in Germany. That
is, for each sector, a point is drawn such that the horizontal coordinate is the value of
C4 in France and the vertical coordinate is the value of C4 in Germany. For example, if
in a given sector, the four largest French firms hold 40% of the market, whereas the four
largest German firms hold 60% of the market, then a point (.4,.6) appears in the diagram.
Figure 14.2 represents a similar diagram, this time for France and Belgium.

If the reality of the firm size distribution were as unpredictable as the model of
perfect competition suggests, then we would expect the diagrams to be just a chaotic
cloud of points. However, the first diagram shows a remarkable regularity, with most
points close to the 45◦ line. In words, for each industry, the value of C4 in France is similar
to the value of C4 in Germany. This suggests that there are industry-specific factors that
determine each firm’s size.

By contrast with figure 14.1, figure 14.2 shows that most points are above the
diagonal. Therefore, for each sector, the value of C4 tends to be greater in Belgium than in
France. One important difference between the two diagrams is that, whereas figure 14.1
refers to two economies of similar size (both in population and in GDP), figure 14.2
compares two countries of very different size (France being some five times larger than
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Figure 14.1 Industry Concentration in France and in Germany.
173

Figure 14.2 Industry Concentration in France and in Belgium.

Belgium). Together, these diagrams suggest that market size, in addition to industry-
specific factors, is an important determinant of market structure.

In this chapter, we focus precisely on how technology and market size influence
firm size and industry concentration. First, we consider a simple model that shows
how the number of firms changes as a function of market size and the nature of the
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production technology. We then make the important distinction between exogenous and
endogenous entry costs, and see how this determines market concentration. Finally, we
address the issue of whether the equilibrium number of firms in an industry is excessive
or insufficient from a social perspective.

14.1 ENTRY COSTS AND MARKET STRUCTURE

Our first goal is to determine the relation between technology, market size, and industry
concentration. We begin by considering a simple model in which all firms are of the same
size. For this reason, determining concentration is equivalent to determining the number
of firms. C4, for example, is given by 4/n, that is, if all firms are of the same size, then
the market share of the four largest firms is equal to the ratio of 4 to the number of firms.
Changes in C4 can therefore be measured by changes in n.

Suppose that each firm has a cost function given by C = F + cqi and that the demand
curve is given by Q = (a − P)S. S is a measure of market size: Doubling the value of S
implies that, for a given P, Q is twice as large. It can be shown that, in equilibrium, each
firm’s profit is given by

�(n) = S
(

a − c
n + 1

)2

− F . (14.1)

A free-entry equilibrium is characterized by a set of active firms such that (1) no
active firm wishes to leave the market, and (2) no inactive firm wishes to enter the market.
Specifically, the equilibrium number of firms, n̂, has to be such that �(n̂) ≥ 0 (no active
firm wishes to exit), and �(n̂ + 1) ≤ 0 (no inactive firm wishes to enter).a Equating the

a Notice that, if �(n′) = 0, then

both n̂ = n′ − 1 and n̂ = n′ form an

equilibrium. Because �(n′) = 0 is

true only “by coincidence” (i.e.,

nongenerically), we henceforth

assume that there exists a unique

solution to the system �(n̂ + 1) ≤
0 ≤ �(n̂).

right-hand side of (14.1) to zero, and solving for n, we get

n = (a − c)

√
S
F

− 1. (14.2)

Hence, the equilibrium value of n is given by

n̂ =
[
(a − c)

√
S
F

− 1

]
, (14.3)

where [x] denotes the highest integer lower than x (the characteristic function). That is,
if (14.2) gives n = 32.4, for example, then n̂ = [32.4] = 32.

Market Size and Concentration

Equation 14.3 states that the number of firms is an increasing function of market size
(here measured directly by S and indirectly by a) and an inverse function of both fixed
and variable costs (F and c). None of this is surprising. Note, however, that the relation
between S and n̂ is not proportional. In fact, for high values of n̂, the relation between S
and n̂ is approximately quadratic: To duplicate the number of firms, market size must
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increase fourfold; conversely, if market size duplicates, the number of firms increases by
only 40% (specifically, by

√
2 − 1).

What explains this nonproportional relationship? If market price were constant
(with respect to the number of firms), then the relation between size and number of
firms would be proportional: Double market size and you double the number of firms.
However, as the number of firms increases, the market becomes more competitive, that
is, the margin p − c decreases. As a result, variable profit per unit of market size also
decreases, which in turn limits the number of firms the market can sustain.

Due to increased price competition, the equilibrium number of active firms varies
less than proportionally with respect to market size.

Minimum Efficient Scale and Concentration

As we saw in chapter 2, one of the determinants of market structure is the firm’s cost
structure. In particular, the fact that most firms have a U-shaped average cost curve is an
important determinant of market structure. A firm on the left-hand side of the U, that is,
a firm with decreasing average cost, is said to operate under increasing returns to scale.
(The model considered in this section, where costs are given by F + cq, is an extreme
case in which average cost is always decreasing.)

To measure the relation between increasing returns to scale and market structure,
we first need to measure the degree of increasing returns to scale. There are several ways
of doing this. One way is to use the concept of minimum efficient scale, the minimum
scale at which a firm’s average cost is close to the minimum, say, within 10% of the
minimum.b In the model considered in this section, total cost is C = F + cq. Average

b In chapter 2, we defined MES as

the lowest output level such that

AC is minimized. The definition

we consider here is slightly more

general.

cost is therefore AC = F/q + c. The minimum of average cost is c. Let the minimum
efficient scale (MES) be the minimum scale such that average cost is equal to c′. Equating
AC = c′ and solving for q, we get

q = F
(c′ − c)

= MES.

It is natural to interpret changes in MES as changes in the value of F : An increase
in F by a factor λ implies an increase in MES by the same factor λ. Equation 14.3 then
gives the comparative statics of market structure with respect to MES (that is, F ). If MES
increases by a factor of 2, then the number of firms decreases by a factor of approximately√

2. The intuition for this is exactly the inverse of an increase in market size by a factor
of 2. In fact, if both market size and the MES increase by the same amount, then the
equilibrium number of firms remains constant. For this reason, when comparing the
structure of different industries, it is common to consider as an explanatory variable
market size divided by MES, or MES divided by market size.
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Scale Economies and Concentration

An alternative way of measuring increasing returns to scale is the coefficient of scale
economies, defined as the ratio of average cost over marginal cost: ρ ≡ AC/MC . If this
ratio is greater than one, that is, if average cost is greater than marginal cost, then we
say that there are economies of scale; if the ratio is less than one, then we say there are
diseconomies of scale. It can be shown that average cost is greater than marginal cost if
and only if average cost is decreasing. Therefore, economies of scale or increasing returns
to scale are the same thing.c

c See exercise 14.6. See also the

definition of economies of scale in

chapter 2.

How does market structure depend on the degree of scale economies? As with
minimum efficient scale, we would expect an industry to be more concentrated if the
degree of scale economies is greater (or the MES higher). For the cost function considered
above, C = F + cq, we have

ρ ≡ AC
MC

=
F
q + c

c
= 1 + F

cq
. (14.4)

If we think of two industries that differ in the value of F , then the industry with the
greatest degree of scale economies is more concentrated. In fact, from (14.4), the industry
with greater F has the greater degree of scale economies; from (14.3), the industry with
greater F has a smaller number of firms in the free-entry equilibrium.

Concentration is greater the greater the minimum efficient scale (or the greater the
degree of scale economies).

Both the minimum efficient scale and economies of scale are instances of barriers to
entry. A generalization of the preceding point is, therefore, that concentration is greater
the higher the barriers to entry are.

History Matters

The model presented at the beginning of this section makes a number of implicit assump-
tions regarding the entry process. It assumes that (1) all firms have access to the same
unique available technology (corresponding to the cost function C = F + cq); (2) firms
have perfect information regarding the market (in particular, they all know the demand
function); and (3) the entry process itself is well coordinated; in particular, we assume
that firms make their entry decisions sequentially, knowing what previous decisions
earlier entrants have made.

Based on the preceding assumptions, we can exactly predict the equilibrium num-
ber of firms for given a set of parameter values that characterize the industry (i.e., the
values of a, c, F , and other possible parameters in a more complex model). Notice, more-
over, that the equilibrium predicted is symmetric, that is, all firms are of the same size.
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The evidence of most real-world industries fails to match the previous predictions.
One can find examples of industries that seem to share the same set of parameters
but exhibit very different market structures. Consider for example the prepared soups
industry in the United States and in the United Kingdom. Although there is a difference in
size between the two markets, they are very similar in terms of state of development, the
composition of demand across categories (canned versus dried), and so forth. Campbell
was the first entrant in the United States, having established operations in 1869. In the
United Kingdom, Heinz established an initial lead in the 1930s. Although Campbell made
an attempt at entering the U.K. market and Heinz the U.S. market, the current picture still
is that Campbell dominates the U.S. market (63% share), while Heinz has a very small
share (it mostly sells through retailers’ own labels); Heinz dominates the U.K. market
(41% share), while Campbell has a fairly small share (9%).174

One should also add that most industries include firms of different sizes. For
example, the U.S. car industry is a triopoly with firms of different sizes.d A similar

d A triopoly is a market with three

firms.

distribution of market shares is found in the European mineral water industry, which
is also dominated by three firms of different sizes.

To close the gap between the predictions of the theoretical model and empirical
observation, we must go beyond the assumptions listed previously. First, we must
consider that often not all firms have access to the same technology. For some time,
DuPont maintained a cost advantage over its rival producers of titanium dioxide. This
occurred because DuPont held exclusive patent rights over a lower-cost production
process. Even after those patents expired, DuPont maintained much of that advantage
because of the fact that it moved down the learning curve; in other words, it transformed
a first-mover advantage into a sustainable competitive advantage.

Even when all firms have access to the same technology, if there are several
available technologies, then there may be several possible free-entry equilibria. For
example, in the steel industry there are (roughly speaking) two different production
processes, one with a high MES (regular mills) and one with a low MES (mini-mills).
In terms of the notation of the model above, regular mills have a high F and a low c,
whereas mini-mills have a low F and a high c. Unless one of the technologies clearly
dominates the other one (lower F and lower c), one can find different combinations of
n1 regular mills and n2 mini-mills that would constitute a free-entry equilibrium.e In

e This possibility is illustrated in

exercise 14.7.

the United States around 1990, operating profit per ton was approximately the same for
mini-mills and major mills. This suggests that none of the technologies dominates the
other one, so that the earlier assumption is satisfied.f

f It is expected that rising labor

costs will increase the comparative

advantage of mini-mills, which are

less labor intensive. In 1990, the

market share of mini-mills in the

United States was 26.5%. Estimates

for year 2000 point to a value close

to 40%.175

Imperfect information about market conditions may also influence market structure
in ways not considered in the preceding model. For example, several oil companies built
large refineries in the early 1970s. After the 1973 oil shock and subsequent demand cuts,
there was excess capacity in the oil refining industry, that is, the value of n was greater
than the value given by (14.3); in other words, capacity was greater that it would be if
firms had known in advance about the oil shock.

Finally, in addition to forecasting mistakes, market structure may be influenced
by coordination mistakes. Consider the case of commercial aircraft. In the late 1960s,



Entry Costs, Market Structure, and Welfare 247

Lockheed and McDonnell Douglas were considering whether to enter the market for
a wide-body aircraft. Because Boeing had just entered with the B747, there was room
for only one more firm (n̂ = 2, according to equation 14.3), and both Lockheed and
McDonnell Douglas knew it. The question was, therefore, which of the two should
enter. After a long “waiting game” played between the two, both ended up entering the
market, only to make huge losses from which they never recovered. In other words,
the actual value of n was greater than the “equilibrium” value predicted by (14.3); an
entry “mistake” led to too many firms in the market. Conversely, the current “waiting
game” played between Boeing and Airbus on the superjumbo market has led (so far) to
no entry by either firm, even though both seem to agree that there is enough room for
one entrant. In this case, the “mistake” is too little entry with respect to the equilibrium
level predicted by (14.3). (Recent events suggest that both firms may enter the market in
the near future.)

In summary:

The particular historical details of the evolution of an industry may in some cases
determine the long-run market structure in ways that go beyond simple technology
determinants.

In chapter 17, we will consider additional examples in which history has an important
role in the determination of market structure.

14.2 ENDOGENOUS VERSUS EXOGENOUS

ENTRY COSTS

The structure of the beer industry in Portugal is not very different from that in the United
States: In Portugal, aside from some small firms, there are two firms that approximately
share the market (Centralcer, Unicer). In the United States, the industry is dominated
by three firms ( Anhauser Bush, Miller, and Coors), one relatively large, one medium in
size, and one relatively small.

Considering that the United States economy is 30 to 50 times bigger than the
Portuguese economy, and based on the model presented in the previous section, one
would expect a much greater difference in the equilibrium number of firms. Specifically,
one would expect the number of firms in the United States to be

√
30 to

√
50 times bigger

than in Portugal.
Why is the number of firms in the United States three, and not 10 or 15, as the model

in the previous section would suggest? One important aspect of the beer industry that
the model did not consider is advertising. Advertising expenditures are a large fraction
of sales, both in the United States and in Portugal. In fact, the value of advertising as
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a percentage of sales is not very different between the two countries. But because the
volume of sales is much higher in the United States than in Portugal, so is the volume
of advertising. To enter the United States beer industry and compete with the likes of
Budweiser and Miller Lite, a new entrant would need to pay a much greater entry cost
than an entrant into the Portuguese beer industry. In other words, when advertising is an
important part of a firm’s strategy, entry costs are endogenous, specifically, endogenous
with respect to market size.

The comparative statics of industries with endogenous entry costs are somewhat
different from the model in the previous section. The idea of the model in the previous
section is that, because of price competition, as market size increases by a factor of two,
there will be room for less than twice as many firms. (In the specific case of Cournot
competition, the number of firms can only increase by the square root of two as market
size doubles.) If entry costs are increasing in market size, then we have an additional
reason why the number of firms does not increase as much as market size. A bigger
market induces firms to make bigger investments. Because these investments are costly,
the net pie in terms of industry profits grows by less than market size. As a result, even if
competition were not to increase (as in the previous section), the number of firms would
increase by less than market size.

Let us consider an example that, though somewhat simplistic and extreme, serves
to illustrate this point. A given country decides to deregulate its telecommunications
sector. The main source of revenues in this industry is (by assumption) wireless tele-
phony, for which a new technology has recently been developed. The government plans
to allocate one license only for the right to develop this new technology, the revenues
of which are estimated at S. One of the conditions for obtaining the license is that the
candidate be already established as a telecommunications company; to do so, companies
must pay an entry cost, F .

We will consider two different forms of allocating the license. First, assume that
the winner of the license is decided by means of a lottery. (In the United States and in
several countries, this method was used until recently.) If there are n potential grantees,
then each gets the license in a lottery with probability 1/n. Knowing this beforehand, each
potential entrant expects a revenue of S/n (that is, S with probability 1/n). By analogy
with the previous section, the equilibrium number of entrants is given by the zero-profit
condition, π = S/n − F = 0. We thus get

n̂ =
[

S
F

]
.

The number of firms is proportional to market size, S. This is consistent with the result
in the previous section: If there is no price competition, as we are now assuming, then
twice as large a market implies twice as large a number of firms.

Consider now a different method of allocating the license: an auction. Since the late
1980s, different variations of this method have been implemented in different countries,
beginning with New Zealand and including Australia, the United States, and several
European and South American countries. Suppose that, upon paying the fixed cost F ,
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each firm must bid for the right to exploit the license. Bids are submitted simultaneously,
and the highest bid gets the license (and pays the proposed bid).

If there is more than one entrant, then the bidding game played between firms is
similar to Bertrand competition; only now it’s the highest bid, not the lowest price, that
wins. Under Bertrand competition, the equilibrium is given by all firms setting prices at
the level of marginal cost. By analogy, the equilibrium of the bidding game is for all firms
to submit a bid equal to the value of the license, S. (If all firms were to bid less then S,
then it would pay for a firm to bid just a little higher.) If there is only one entrant, then it
will bid zero (or whatever the minimum bid is), and receive the license with probability
one.

Just as under Bertrand competition the equilibrium profit is zero, each firm’s
expected payoff in the bidding game is also zero (gross of entry cost): If a firm loses
the bidding, then its payoff is clearly zero; if a firm wins the license, then its payoff is S,
the value of the license, minus S, the bid that it has to pay—zero payoff again. Naturally,
if there is only one contender for the license, then expected payoff is S minus the value
of the minimum bid admissible.

Predicting the previous outcome beforehand, no firm would be willing to enter if it
expected that there would be another entrant, regardless of market size. In other words,
the equilibrium of the entry game is for one firm only to enter, regardless of the value
of S. If only one firm enters, then it will not have to bid all the way up to S to win the
license, and a positive net profit will result from entry.

The reason for the result that n̂ = 1, for any value of S, is the following: Although
the value of winning the license increases as S increases, so do the bids submitted by
firms increase in the same amount. It follows that the value of being in the market (when
n > 1) does not change as S increases: It is always zero.

This is in stark contrast with the case considered before (lottery allocation),
wherein the number of firms was proportional to market size. The difference between the
two cases lies in the assumption regarding the way the license is allocated. If a lottery is
used, then the only entry cost is F , an exogenous cost. Because there is no price compe-
tition, we get the law of proportional change (of number of firms with respect to market
size). If the license is auctioned, however, then total “entry” costs are given by F + B,
where B is the bid for the license, an endogenous entry cost. The fact that B increases
proportionately with S implies that the number of firms remains constant.

As mentioned earlier, this is an extreme example, in which going from exogenous
to endogenous entry costs takes us from proportional change (of number of firms with
respect to market size) to no change at all. In general:

If entry costs are endogenous, then the number of firms is less sensitive to changes
in market size.

Exercise 14.11 presents an example where this is the case.
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Finally, we should mention that there can be various sources of endogenous entry
costs. In this section, we have considered two: advertising and bidding for a government
license. However, any situation in which firms engage in an “escalation war” for grabbing
a share of the market (or the entire market) is likely to involve some degree of entry cost
endogeneity. Another important instance of endogenous entry costs is given by research
and development expenditures. For example, if firms race to be the first to patent a new
medical drug that will give them a monopoly over a certain therapeutical market, then
it is likely that much of the increase in the value of the market will be competed away
in the patent race, so that the number of entrants does not change that much. Examples
of this sort, also in the context of standardization battles, will be considered in chapters
16 and 17.

Empirical Evidence

The hypothesis implied by the preceding analysis is that, when endogenous entry costs
are important, the relation between market size and industry concentration should be
flatter than when entry costs are exogenous. By the same token, the relation between con-
centration (e.g., C4) and market size should be flatter when entry costs are endogenous.
(Under symmetry, C4=4/n; if n varies less with market size, so does C4.)

The ideal method for testing this hypothesis is to obtain data for a given industry
in different, separated markets (e.g., different countries). However, this creates the diffi-
culty of obtaining data for sufficiently many different separated markets. An alternative
strategy is to collect data for a few markets and a few industries with similar degree of
entry cost endogeneity. The problem with this alternative approach is that it implies
putting apples and oranges in the same bag. However, if we believe that the main differ-
ence between industries is in the degree of scale economies (or the size of MES), then we
can adjust the data and consider size divided by MES (for example) as an explanatory
variable. As we saw in the preceding models, the equilibrium number of firms is a func-
tion of the ratio between S and F , which suggests that using adjusted market size when
comparing different industries may be a reasonable strategy.

Table 14.1 presents data for a series of twenty industries and six countries. Based
on the values of the advertising/sales ratio, we can classify the different industries into
“homogeneous-product” and “advertising-intensive” industries. We can then plot the
values of size/MES and concentration as in figures 14.3 and 14.4, for homogeneous-
product and advertising-intensive industries, respectively. The hypothesis put forward
earlier implies that the relation between concentration and size is flatter in the latter case,
that is, when entry costs are endogenous. Roughly speaking, the data seem to agree with
this prediction.

Notice, however, that we have presented fairly specific models of entry and com-
petition (Cournot, license auction, etc.). The precise relation between market size and
market structure will depend on the precise nature of entry and market competition. It is,
therefore, not surprising that we cannot find a very precise pattern in figure 14.3. What
can be shown, however, is that the lower bound of a scatter diagram with concentration
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Table 14.1 Advertising/Retail Sales Ratios for a Selection of Industries and Countries (France, Germany,

Italy, Japan, United Kingdom, United States).
176

High-Advertising Industries A/RS (%) Low-Advertising Industries A/RS (%)

Frozen food 1.2–7.1 Salt 0.26–0.45

Soup 2.7–6.0 Sugar 0.06–0.24

Margarine 2.3–10.2 Flour 0.17–0.96

Soft drinks 1.2–5.4 Bread 0.02–0.42

RTE cereals 8.34–12.9 Processed meat 0.30–0.70

Mineral water 1.5–5.0 Canned vegetables 0.29–0.71

Sugar confectionery 1.4–6.0

Chocolate confectionery 2.9–6.5

R&G coffee 1.9–16.7

Instant coffee 2.2–11.1

Biscuits 1.9–8.0

Pet foods 4.0–8.4

Baby foods 0.9–4.2

Beer 1.0–5.43

Figure 14.3 Industry Size and Industry Concentration, I: Homogeneous-Good Industries.
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Figure 14.4 Industry Size and Industry Concentration, I: Advertising-Intensive Industries.

and size/MES in the axes is flatter when entry costs are endogenous. In this sense, the
empirical evidence is quite striking: The lower bound of the plot in figure 14.4 is close to a
horizontal line, whereas the lower bound of the plot in figure 14.3 is a downward-sloping
line.177

14.3 FREE ENTRY AND SOCIAL WELFARE
178

The model of perfect competition shows that, if there is free entry and if a number
of other conditions are satisfied, then the equilibrium is socially efficient. If all of the
other conditions are satisfied, then absence of free entry (e.g., barriers to entry) implies
inefficiency. However, if the other conditions of the perfect competition model fail (e.g.,
price-taking behavior), then it is no longer necessarily the case that free entry is desirable
from the perspective of economic efficiency. This point is illustrated in figure 14.5, which
depicts an industry where all firms have constant marginal cost c and demand is given
by D(p). Suppose first that there are n active firms, each producing an output of qn. Total
output is therefore given by nqn, whereas price is given by pn = D(nqn). Suppose now
that an extra firm enters the industry. The output produced by each firm is now qn+1, so
that total output is given by (n + 1)qn+1 and price by pn+1. The change in gross surplus
(not including entry costs) is given by the difference between areas [ACDG] and [ABEG],
that is, a gain given by areas [BCI ] plus [CDEI ]. The gross profit earned by the new entrant
is given by (pn+1 − c)qn+1 = (pn+1 − c)

(
(n + 1)qn+1 − nqn+1

) = [CDFH ].
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Figure 14.5 Free Entry and Welfare.

The way the figure is drawn, the increase in gross surplus (area [BCI ] plus [CDEI ])
is smaller than the gross profit earned by the latest entrant (area [CDFH ]). This implies an
important potential divergence between the private and the social incentives for the entry
of the n + 1 firm. Suppose that the entry cost, k, is such that [BCI ] + [CDEI ] < k < [CDFH ].
Then entry is profitable from a private perspective (positive net profits) but not from a
social perspective (the increase in gross surplus does not compensate for the entry cost).
In this circumstance, free entry would result in excessive entry .

What is the reason for this divergence between private and social incentives for
entry? The key is that part of the profits earned by the entrant are “stolen” from the
incumbent firms. The area [IEFH ] = (qn − qn+1)(pn+1 − c) measures (approximately) this
business stealing effect, a transfer between firms that does not correspond to a benefit to
society (although, obviously, it benefits the entrant).

Retail banking is one example where the above argument might be applied. In
some European countries, because of regulation or lack of competition, margins are
very high. Moreover, given the relative homogeneity of banking services and the low
elasticity of demand, it is likely that the business-stealing effect is significant. For this
reason, one would expect the equilibrium number of banks and bank branches to be
excessive, from a social point of view. In Portugal, in the late 1980s and for a time, banks
were required to pay a fee to open a new branch. Although there were different political
motives underlying this measure, one possible defense in terms of economic efficiency
is precisely the entry externality described previously.
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Product Differentiation, Free Entry, and Efficiency

The result of excessive entry is subject to an important qualification, however. If there
is product differentiation, then entry implies, in addition to a decrease in price, an
increase in product variety. The entrant is normally unable to capture all of the additional
willingness to pay generated by the new product. That is to say, there is a positive
externality from entrant to consumers. For example, if a new car firm enters the industry
with an innovative car design, many consumers will be willing to pay more for the new
car than it will be priced. In other words, some of the benefits from the new car design
are not captured by its designer.

The analysis of the general problem, taking product differentiation explicitly into
account, is rather complex. The conclusion, however, is rather simple and intuitive:

If product differentiation is very important, or if competition is very fierce, then free
entry implies insufficient entry from a social point of view. If, conversely, product
differentiation is unimportant and competition is soft, then the business-stealing
effect dominates, whereby the free-entry equilibrium entails excessive entry.

Firm Heterogeneity, Free Entry, and Efficiency

Another qualification of the excessive entry result is that it assumes all firms are equally
efficient. Empirical evidence shows that this is not a realistic assumption (see chapter
6). Moreover, empirical evidence shows that there is a significant turnover of firms in
most industries: Firms that are relatively more efficient today may cease to be so in a few
years’ time. In this context, a dynamic analysis of free entry should take into account the
benefits from entry in terms of increased average productivity, that is, the replacement
of inefficient incumbent firms by efficient new entrants.179 For example, average pro-
ductivity in the United States telecom equipment industry increased dramatically since
the industry underwent a period of deregulation. Careful accounting and econometric
estimation show that most of the productivity gain was due simply to the reallocation of
output between less efficient and more efficient firms (in particular, exiters and entrants).
Box 14.1 explores this example in greater detail.
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Box 14.1 Deregulation and Productivity in the Telecommunications

Equipment Industry
180

“Beginning in the early 1970s, the [United States] telecommunications industry
entered into a period of rapid change. There were significant technological devel-
opments in telecommunications equipment and a gradual liberalization of the reg-
ulatory environment governing the provision of telecommunications services. . . .

“The conditions restricting entry were [significantly] eroded in 1975 when
the FCC [Federal Communications Commission] established a registration and
certification program to allow for the connection of private subscriber equipment
to the network. . . . [A second important event was] the 1982 Consent Decree, . . .
implemented in January 1984, [which] called for the divestiture of AT&T’s regional
operating companies.” The decree implied that the divested regional companies
were no longer “forced” to purchase equipment from AT&T’s subsidiary, Western
Electric, thus creating an extra factor favoring entry.

From 1963 to 1987, the number of firms increased from 104 to 481. In addition
to a rapid increase in the total number of firms, there was a considerable turnover,
with both high entry rates and high exit rates. For example, almost 90% of the
firms active in 1987 entered after 1972. This turnover contributed to a reallocation
of capacity and output between more efficient and less efficient firms. To measure
how efficiently capacity is distributed among firms, we can compute the correlation
between capital and productivity. A high correlation means that firms with higher
levels of capital are more productive. For a given set of firms, this implies higher
industry efficiency. A low (or negative) correlation means that firms with higher
levels of capital are less efficient, which leads to a lower industry efficiency.

The following graph shows that, except for the period from 1981 to 1984,
the correlation between productivity and capital, measured at the plant level,
increased. This is consistent with the interpretation that entry and exit allowed for
a more efficient allocation of capital among firms. To confirm this interpretation,
it can be shown that the probability of a firm exiting is negatively correlated with
its productivity. Because deregulation increased the probability of exit, it follows
that deregulation increased the exit rate of low-productivity firms.
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Summary

. Because of increased price competition, the equilibrium number of active firms varies
less than proportionately with respect to market size.

. Concentration is greater the higher the barriers to entry (greater minimum efficient
scale or scale economies).

. The particular historical details of the evolution of an industry may in some cases
determine the long-run market structure in ways that go beyond simple technology
determinants.

. If entry costs are endogenous, then the number of firms is less sensitive to changes in
market size.

. If product differentiation is very important, or if competition is very fierce, then free
entry implies insufficient entry from a social point of view. If, conversely, product
differentiation is unimportant and competition is soft, then the business-stealing
effect dominates, whereby the free-entry equilibrium entails excessive entry.

Key Concepts

. free-entry equilibrium

. barriers to entry

. endogenous entry costs

. business stealing

Review and Practice Exercises

14.1 Explain in words why the number of firms in a free-entry equilibrium may be
less than proportional to market size.

14.2∗ Suppose that two countries, initially in autarchy, decide to create a single market
(i.e., a free trade agreement). For simplicity, assume that, in both economies, there is only
one product. Demand for this product is given by Di = Si(a − pi), (i = 1, 2), where Si is
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a measure of country i’s size. Upon the creation of a single market, total demand is given
by the horizontal sum of the two initial demands.

Assuming there is free entry and that firms compete à la Cournot, determine the
equilibrium number of firms both in autarchy and after the completion of the single
market. Interpret the results.

14.3∗ The number of imported automobiles in California is four times higher than that
in Montana, in per capita terms. The population of California is mainly urban, whereas
the population of Montana is mainly rural. How do demographic differences and the
model presented in section 14.1 explain the differences in consumption patterns?181

14.4∗ Retail in Switzerland is mostly dominated by highly profitable cartels. The
Swiss authorities anticipate the gradual collapse of these cartels as the country becomes
better integrated with the rest of Europe. The Organization for Economic Cooperation
and Development, by contrast, holds a more skeptical view, claiming that the collapse
of cartels does not necessarily lead to more competitive markets; rather, it adds, cartel
breakdowns are frequently associated with an increase in concentration. Which predic-
tion seems more reasonable? Are the two views inconsistent?

14.5 “Barriers to entry may be welfare improving.” What particular industry charac-
teristics might make this statement valid?

Extension Exercises

14.6∗∗ Show that the coefficient of scale economies, AC/MC , is greater than one if and
only if average cost is decreasing.

14.7∗∗∗ Consider the model presented in section 14.1. Suppose that firms can choose
one of two possible technologies, with cost functions Ci = Fi + ciq.

a. Derive the conditions for a free-entry equilibrium.

b. Show, by means of a numerical example, that there can be more than one equilibrium,
with different numbers of large and small firms.

14.8∗ Consider the monopolistic competition model, presented in chapter 5. Accord-
ing to this model, what is the relation between the degree of product differentiation and
market structure?

14.9∗∗ T. Bresnahan and P. Reiss collected data for small, geographically isolated U.S.
towns, on population as well as on the number of doctors, dentists, plumbers, and so
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forth, in each town. Based on these data, they estimated that the minimum town size
that justifies the entry of a second doctor is approximately 3.96 times the required size
for the first doctor to enter. For plumbers, the number is 2.12. How can these numbers
be interpreted?

14.10∗∗ Derive equation (14.1).

14.11∗∗∗ Consider the following model of entry into an advertising-intensive industry.
To simplify the analysis, and to concentrate on the effects of advertising, suppose that
there is no price competition. Specifically, the value of the market, in total sales, is given
by S. (One can think of a demand curve D(p) and an exogenously given price, whereby
S = pD(p).) S is therefore a measure of market size.

Each firm must decide whether or not to enter the industry. Entry cost is given by
F . If a firm decides to enter, then it must also choose how much to invest in advertising;
let ai be the amount chosen by firm i. Finally, firm i’s market share, si, is assumed to be
equal to its share of the industry total advertising effort:

si = ai∑n
j=1 aj

= ai

A
,

where n is the number of firms in the industry and A ≡ ∑n
j=1 aj is total industry adver-

tising.

a. Show that each firm i’s optimal level of advertising solves

A − ai

A2 S − 1 = 0.

b. Show that, in a symmetric equilibrium,

a = n − 1
n2 S.

where a is each firm’s level of advertising.

c. Show that equilibrium profit is given by

π = S
n2 .

d. Show that the equilibrium number of entrants is given by

n̂ =
[√

S
F

]
,

where [x] means the highest integer lower than x.

e. Interpret this result in light of the previous discussion on the effects of endogenous
entry costs.
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Strategic Behavior, Entry and Exit

EasyJet is one of the European success stories of the 1990s. Following (to a great ex-
tent) the example of Southwest Airlines, easyJet started operating low-cost, no-frills air
service between different European cities, using London–Lutton as its main hub. Soon
after entering the London–Amsterdam segment, KLM, which held 40% of the market,
responded by matching easyJet’s low fares. For KLM, this amounted most certainly to
pricing below cost, and it implied serious losses for easyJet on that particular route. Al-
though easyJet has survived this first response by an incumbent firm, it seems plausible
that KLM’s tactics were directed at inducing easyJet to exit the market.

This is by no means the only threat that small starting airlines must beware of. In
early 1998, British Airways (BA) launched its own discount fare airline, Go. Although
BA’s move may be interpreted as taking advantage of a business opportunity (growth
in demand for low-fare flights), an alternative interpretation is that Go’s main goal is to
“eliminate” as much as possible the competition that BA suffers from the small, low-fare
airlines.182

In both of the preceding examples, we see that entry and exit decisions are deter-
mined by more than what the simple analysis of the previous chapter suggests. Specif-
ically, in chapter 14 we ignored the possibility of strategic behavior at the entry stage.
When making their entry decisions, firms anticipate the product market competition they
will encounter if they decide to enter. But the entry decision itself (as well as the exit
decision) is made in a nonstrategic way: Firms simply compare expected benefits from
entering the market with the cost of entering into that market. That is, they perform a
simple viability study.

In industries with a small number of players, however, entrants must take into
account directed retaliation by incumbent firms. Likewise, incumbent firms should play
more than the passive role of waiting for potential entrants to decide whether or not to
enter the market. In this chapter, we examine situations in which entry and exit result
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from strategic behavior by both incumbent and entrant firms. We first consider what
preemptive strategies an incumbent firm can deploy to deter entry by potential rivals.
Among the possible entry deterrence strategies, we will consider capacity expansion,
product proliferation, and long-term contracts. Second, we look at possible incumbent
strategies to induce the exit of firms that have already entered, in particular, the strategy
of selling at very low prices (possibly below cost). Finally, we look at mergers and
acquisitions from a strategic point of view, including the strategy of entry by acquisition.

15.1 ENTRY DETERRENCE

In the early seventies, DuPont drastically increased its capacity for the production of
titanium dioxide as an attempt to deter capacity expansion and/or entry by rival firms
(box 15.1). Can this be an optimal strategy? In this section, we consider a simple model
that addresses this question.

Consider an industry with one active firm, Firm 1, and one possible entrant, Firm 2.
Firm 2 must decide whether or not to enter and, in case it enters, how much to produce.
(For simplicity, we will assume throughout this section that capacity levels and output
levels are identical.) Before Firm 2 makes its decisions, however, Firm 1 gets to choose
its own output level. Specifically, we assume that Firm 2 observes Firm 1’s output level
before deciding whether to enter and how much to produce. Once both output levels
have been chosen, price is determined as a function of total output, as in the Cournot
model.

Figure 15.1 depicts three profit curves: πM
1 is Firm 1’s profit in case it is a monop-

olist; πS
1 is Firm 1’s profit in case Firm 2 enters the market. Notice that πS

1 , as depicted
in the figure, is a function of q1 only. That is, the function already assumes that Firm 2
chooses its optimal output as a function of Firm 1’s initial output. In other words, πS

1

Figure 15.1 Quantity Precommitment and Entry Deterrence.
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Box 15.1 DuPont and the Titanium Dioxide Industry
183

Titanium dioxide (TiO2) is a white chemical pigment employed in the manufacture
of paint, paper, and other products to make them whiter or opaque. The primary
raw material for the production of TiO2 is either ilmenite ore or rutile ore. By 1970,
there were seven firms in the industry: a large firm, DuPont, and six smaller ones.
During the 1960s, DuPont used mainly ilmenite, whereas its rivals used mainly
rutile. In 1970, a sharp increase in the price of rutile ore created a significant cost
advantage for DuPont with respect to its rivals: At 1968 ore prices, Dupont had
a cost advantage of 22%; at 1972 prices, this advantage averaged 44%. Moreover,
stricter environmental regulation meant that several of DuPont’s competitors would
have to incur large costs to continue production. DuPont found itself with a
competitive advantage in several dimensions. First, its production process used
a cheaper input than most of its rivals. Second, its production process complied
better with environmental standards. Third, because of the cost advantage, the firm
was in better financial shape; thus it was better positioned to expand capacity.

A task force was formed at DuPont to study how to turn these advantages to
the firm’s greater benefit. The result was the strategy of expanding capacity at a pace
sufficient to satisfy all of the growth in demand in the ensuing years. The idea was
that by expanding rapidly, DuPont would discourage expansion (or entry) by rival
firms. It was the task force’s conviction that deterrence of competitive expansion
was necessary if DuPont was to establish a dominant position: According to the
plan, DuPont’s market share would increase from 30% in 1972 to 56% in 1980,
and perhaps 65% in 1985.

DuPont never reached the 65% target, but a market share between 55% and 60%
has been maintained since the late 1970s. By 1978, market share was already close
to 50%, as the preceding figure shows. By 1985, five of the firms competing with
DuPont in the domestic market had exited: three by acquisition, one by complete
cessation of operations, and one by shutting down its U.S. plants. These facts seem
roughly consistent with DuPont’s prediction when formulating the growth strategy
that would materialize its “first-mover” advantage.
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is the profit level that Firm 1 expects to earn in case Firm 2 enters and acts rationally.
Finally, π2 is Firm 2’s maximum profit given what output level Firm 1 chooses initially.
The value π2 is net of entry costs.

If Firm 1 were sure it would be a monopolist, it should set output at qM
1 , earning

monopoly profits πM
1 (qM

1 ). If, instead, Firm 1 were sure Firm 2 would enter, then it should
set output at qS

1 , the value that maximizes πS
1 (q1).

Suppose that Firm 1 sets monopoly output. The problem with this strategy is that
Firm 2’s profits from entry are positive: π2(qM

1 ) > 0. Firm 1 should, therefore, expect
that setting q1 = qM

1 induces Firm 2 to enter. But then, Firm 1’s profit would be given
by πS

1 (qM
1 ), a much lower value than monopoly profits. Suppose, however, that Firm 1

sets an output level greater than monopoly output. In particular, suppose that q1 ≥ qD
1 .

For such high output levels, Firm 2’s profit upon entry would be negative. If Firm 2 is
rational, then an output level q1 ≥ qD

1 achieves the goal of entry deterrence. Because Firm
1’s maximum profits in case it allows Firm 2 to enter (entry accommodation) are given
by πS

1 (qS
1 ), entry deterrence is optimal if and only if πM

1 (qD
1 ) > πS

1 (qS
1 ), as is the case in

figure 15.1 when q1 < q̄1.
In summary, by setting an output greater than monopoly output (qD

1 > qM
1 ), Firm 1

sacrifices profits by the amount πM
1 (qM

1 ) − πM
1 (qD

1 ). However, if q1 < q̄1, then this loss is
lower than what Firm 1 would lose if it were to let Firm 2 enter, πM

1 (qM
1 ) − πS

1 (qS
1 ).

Entry Accommodation and Blockaded Entry

Firm 1’s optimal strategy is not necessarily to deter Firm 2’s entry. In fact, if the entry
cost were very low, then it would be optimal for Firm 1 to allow entry. When the
entry cost is very low, Firm 2 will enter unless Firm 1’s output is very high (in which
case Firm 2’s prospective profit would be very low, even lower than entry cost). This
situation is depicted in figure 15.2. By comparison with figure 15.1, the value of qD

1 , the
minimum output by Firm 1 necessary to deter entry, is much larger. Consequently, the
profit associated with the strategy q1 = qD

1 is much lower. In fact, the profit from entry
deterrence, πM

1 (qD
1 ), is now lower than the profit from letting Firm 2 enter, πS

1 (qS
1 ). In

words, Firm 1’s optimal strategy is one of entry accommodation.
In the opposite situation, if entry cost is very large, then Firm 1 should ignore the

threat of entry and choose monopoly output. This situation is depicted in figure 15.3.
As the figure shows, even if Firm 1 were to set monopoly output, Firm 2 would find it
optimal not to enter. In other words, because entry costs are very high, the threat of Firm
2’s entry is not relevant. This situation is known as blockaded entry. To summarize:

If entry costs are very high, then the incumbent should set monopoly capacity and
ignore the threat of entry. If entry costs are very low, then the incumbent should
choose capacity, taking into account the entrant’s reaction curve. Finally, if entry
costs are intermediate, then the incumbent should choose capacity large enough
to induce the entrant not to enter.
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Figure 15.2 Entry Accommodation.

Figure 15.3 Blockaded Entry.

Commitment, Ex-Ante Optimality, and Ex-Post Optimality
184

Until now, we have been a bit vague about the exact nature of the incumbent’s initial
move. Does Firm 1 set the level of capacity, or does it set the output level instead? The
distinction can be quite important. Suppose first that capacity costs are zero and that
a firm may add capacity at any time. In that case, even though Firm 1 is in the market
before Firm 2, Firm 1 will be able to revise its output decision even after Firm 2 enters
the market (if it does). For all practical purposes, what Firm 1 is doing in the equilibrium
in figure 15.1 is to announce its intention of producing output qD

1 in case Firm 2 enters.
But then we may ask: Is this a credible announcement by Firm 1?

For the announcement to be credible, it must be optimal for Firm 1 to implement
what it announces when the time comes for making the relevant decision. Suppose that
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Firm 2, ignoring Firm 1’s announcement, decides to enter and set output at the Cournot
equilibrium level (as derived in chapter 7). Then Firm 1’s best strategy would be to ignore
its pre-announcement and choose the Cournot output as well. But the Cournot output
level, qN

1 , is less than the monopoly output level, qM
1 , and a fortiori less than Firm 1’s

announced output level, qD
1 . Therefore, Firm 2 should reason that by entering and setting

q2 at the Cournot level, it will make positive profits net of entry costs; therefore it should
enter. In other words, Firm 1’s announcement that it will set output at the level qD

1 is not
credible.

Now consider an alternative interpretation of the model. Before Firm 2 decides
whether or not to enter, Firm 1 must choose production capacity. Capacity costs are very
high and every investment in capacity is sunk. That is, even if Firm 1 later chooses an
output lower than installed capacity, it still will not avoid the capacity cost it previously
paid. Suppose, moreover, that output costs—other than capacity costs—are zero. In this
context, Firm 1 has a much greater incentive to increase output than before. In fact, once
capacity costs are paid, it is equally costless for Firm 1 to set any output level up to
capacity. Although we would still need to look at the details of Firm 1’s and Firm 2’s
reaction curves, an equilibrium like the one in figure 15.1 would now be possible, in
fact, plausible. Notice that, in addition to the assumption that capacity costs are high,
we need the assumption that they are sunk. If capacity costs were not sunk, then Firm 2
could again enter and set output at the level of Cournot; Firm 1’s best reaction would be
to sell capacity, recover the costs of investments previously made, and set the Cournot
output level as well. We thus conclude:

Capacity preemption is a credible strategy only if capacity costs are high and sunk.

Let us return to the example of easyJet. The U.K. market for low-fare airlines com-
prised, as of December 1997, four main competitors: Ryanair, Virgin Express, Debonair,
and easyJet. As of the third quarter of 1997, Ryanair owned 20 aircraft, Virgin Express
16, Debonair 6, and easyJet 5. According to announced expansion plans (and contracts
signed with aircraft manufacturers), Ryanair will expand its fleet from 20 aircraft at the
end of 1997 to 38 aircraft by the end of the year 2000. In the same period, easyJet will
expand from 5 to 15. Will this deter expansion and/or entry by rival firms? (Hint: Does
fleet expansion constitute a credible expansion strategy?)

Alternative Preemption Strategies

The Italian telecommunications industry, like those of many European countries, is
undergoing a process of gradual deregulation, namely entry deregulation. Telecom Italia,
formerly a protected monopoly, now will have to account for possible competition
from new entrants such as France Telecom. This situation seems similar to the one we
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considered before: an incumbent firm (the formerly protected monopolist) and a potential
entrant (telecom operators from different countries).

As one looks more closely at this and related cases, however, one becomes aware
of two important qualifications of the theoretical model of deterrence by capacity ex-
pansion. First, it is not only a matter of deterring versus accommodating entry. Telecom
Italia is probably aware that it will be unable to avoid any type of entry at any time in
the future. However, different strategic investments made now will likely influence the
time at which entry will occur; different entry times will have different implications for
Telecom Italia’s profitability.

For example, suppose that Firm 2’s maximum profits are given by π∗
2(q1, t). As

before, the entrant’s profits are a function of Firm 1’s output. What is new in this
formulation is that they also depend on time t. The idea is that there are different
exogenous factors (technical progress, deregulation, demand expansion) that make entry
more attractive as time passes (all other things being equal). That is, we assume that
π∗

2(q1, t) is increasing in t. This implies that Firm 2 will enter at the time t∗2 when π∗
2(q1, t)

is equal to the cost of entering the market.a In fact, at any time t > t∗2, Firm 2 prefers

a If π∗
2 (q1, t) is expressed as profit

per period, then the entry cost

should also be expressed in the

equivalent per-period value.

being in the market to staying out. Firm 1’s problem now is to choose q1, taking into
account that different values of q1 imply different optimum entry times t∗2 for Firm 2,
and consequently different profit streams for Firm 1 (monopoly profits until t∗2, duopoly
profits thereafter).

The second important difference in many real-world situations with respect to the
simple model presented earlier is that incumbents have various available strategies other
than capacity expansion. For example, in addition to increasing capacity, Telecom Italia
probably will consider strategies such as investing in service quality, cost reduction, or
brand recognition. In fact, the case of long-distance telecommunications in the United
States provides a good example. Although capacity expansion has not taken AT&T very
far in terms of deterring entry, its branding strategy has been fairly successful. Although
the services offered by AT&T are of comparable quality to those of its rivals (MCI and
Sprint, mainly), and rates are, if anything, higher for AT&T, the former monopolist still
commands a very respectable market share, well in excess of 50%. Another example—
discussed in greater detail in box 15.2—is that of France Telecom.

We next look at two specific important instances of an entry deterrence strategy
different from capacity expansion: product proliferation and contracts.

Product Proliferation
185

The ready-to-eat breakfast cereal industry may be characterized by relatively low econ-
omies of scale and relatively low levels of technology. In other words, entry into this
industry is easy, from a technological point of view. Between the 1950s and the 1970s,
there was virtually no entry of new firms into the industry, even though all of the incum-
bent firms (Kellogg, General Mills, General Foods, and Quaker Oats) made significant
profits. Finally, although the number of firms did not change, the number of brands sold
by the incumbent firms increased from 25 to about 80 (and keeps increasing).
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Box 15.2 France Telecom
186

France Telecom SA has lost only a mere 3% of its home market in the first year
since the industry was open to competition (1998). This is in stark contrast with
other ex-monopolies, such as Deutsche Telekom, which quickly lost about a third
of its business following deregulation.

“France Telecom was probably the incumbent that did the best job at prepar-
ing for the arrival of competitors,” says Philippe Germond, CEO of Cegetel, France
Telecom’s main rival. To begin with, the ex-monopolist made a significant effort to
cut costs. From 1996 to 1998, the company shed 10% of its workforce. More than
20% changed jobs.

In parallel to the strategy of cost cutting came the strategy of price cutting.
“Already in early 1997, they decreased prices by 40%.” Later, when entry actu-
ally took place, France Telecom made an effort to protect its best customers, often
matching the new entrants’ lower prices. Altogether, France Telecom’s strategy
“really demotivated a lot of the competitors,” concludes Germond. Bouygues Tele-
com, for example, dropped its plans to compete head-on with France Telecom with
a fixed network, choosing to compete instead in the mobile market.

Why are profits so high and no entry is observed, even though entry seems relatively
easy? Why did the number of brands increase so rapidly, while the number of firms
remained constant?

Breakfast cereals are definitely not a homogeneous product. We will thus consider
a simplified version of the Hotelling model (see chapter 12) to analyze this industry. Sup-
pose for simplicity that cereals are defined by one single characteristic, say, sweetness: At
one extreme, we would have something like corn flakes, at the opposite extreme Calvin’s
favorite chocolate-frosted sugar bombs (see Calvin & Hobbes cartoon strip). Finally, make
the additional simplifying assumption that there is no price competition: p1 = p2 = p̄,
where p1, p2 is the price set by the first and the second firms, respectively.b

b Adding more characteristics

or including price competition

would lead to similar results,

only the analysis would be more

complicated.

As in the previous section, we consider the case when there is an incumbent firm
(Firm 1) that moves first and a potential entrant (Firm 2) that moves second. If Firm 1 can
choose only one variety of cereal, then it will choose the location 1/2. This result was
derived in chapter 12: If Firm 1 decides to locate to the right of 1/2, then Firm 2 locates
immediately to the left of Firm 1; if Firm 1 locates to the left of 1/2, then Firm 2 locates
immediately to the right of Firm 1. Whichever is the case, Firm 1 will receive a market
share of less than 50%, whereas locating at 1/2 guarantees a 50% market share.

Let F be the cost of creating a new variety of cereal, and suppose that F < p̄/2.
Then Firm 2 will optimally decide to create a new cereal and enter the industry.c The

c For simplicity, we assume that

Firm 2 can create, at most, one

variety of cereal. The results are

qualitatively similar if we consider

the possibility of multiple varieties.
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new cereal will be located at 1/2 (or arbitrarily close to it); Firm 2 gets 50% of the market,
and it receives net profits of p̄/2 − F , the same as Firm 1.d

d We assume the total number of

consumers is 1 (e.g., one thousand

or one million).

Suppose, however, that Firm 1 initially creates two varieties of breakfast cereal, one
located at 1/4 and one located at 3/4. Wherever Firm 2 decides to locate, the maximum
market share it can obtain is 1/4. For example, if Firm 2 locates at 1/2, it sells to all
consumers whose preference is greater than 3/8 and lower than 5/8.e If the cost of creating

e 3/8 is the midpoint between 1/4

and 1/2. A consumer located at

3/8 is indifferent between buying

cereal variety 1/4 and cereal variety

1/2. The same reasoning applies

to 5/8.

a new variety is greater than p̄/4, Firm 2 would receive negative profits, no matter what
its location; it is better off staying out of the market. Firm 1, in turn, receives p̄ times 1
(total revenues) minus 2F (total cost of developing two varieties of cereal) or a total of
p̄ − 2F . If F is less than p̄/2, then this is positive and greater than what Firm 1 would
get from launching one variety only. In fact, profits under the two-variety strategy are
p̄ − 2F = 2(p̄/2 − F), whereas profits under the one-variety strategy are only p̄/2 − F .

The story told by this simple model seems consistent with the events in the ready-
to-eat cereal industry—no entry of new firms but a large number of products launched by
the incumbent. Notice that the number of varieties is greater than the incumbent would
find optimal if there were no threat of entry (one variety would be optimal). Launching
more varieties is only optimal insofar as it deters entry.

As in chapter 12, we note that the Hotelling model may be interpreted in two
ways: as a model of product differentiation (e.g., breakfast cereals) or as a location model.
Likewise, the strategy of product proliferation can be interpreted as a location strategy, for
example, an incumbent bank opening multiple branches, or a fast-food chain opening
multiple locations. In these cases, an entry deterrence strategy would imply a higher
density of locations than the incumbent would find optimal, absent the threat of entry.

An example of this strategy is given by Staples, the leader in the office supplies
superstore industry. Referring to Staples’ investment strategy, the company’s CEO states
that

Staples was trying to build a critical mass of stores in the Northeast to shut out com-
petitors. . . . By building these networks [of stores] in the big markets like New York and
Boston, we have kept competitors out for a very, very long time.187

Contracts as a Barrier to Entry
188

In 1985, Monsanto acquired the patent rights for aspartame, an artificial sweetener used
in diet colas and other soft drinks. The patent for aspartame, which Monsanto was selling
under the Nutrasweet brand name, was due to expire in 1992, thus opening the way
for new entrants. In addition to other entry deterrence strategies, which are detailed
in box 15.3, Monsanto anticipated patent expiry by signing long-term contracts with
Coca-Cola and Pepsi-Cola. Why would the soft-drink manufacturers be interested in
such contracts? Is it not better to let new entrants come in and benefit from competition
between suppliers?
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Box 15.3 The Aspartame Market
189

Aspartame is a low-calorie, high-intensity sweetener. It was discovered (by acci-
dent) in 1965, by a research scientist at G. D. Searle & Co. who was working on an
anti-ulcer drug. Use of aspartame in soft drinks was approved by the U.S. Food and
Drug Administration (FDA) in 1983. Searle managed to extend the original patent
to 1987 in Europe and 1992 in the United States.

In 1985, Monsanto acquired Searle—and the aspartame patent with it. The
soft-drink version of aspartame is sold by Monsanto under the brand name Nu-
trasweet. The potential market for such a product is enormous, especially con-
sidering the sales volume of Diet Coke and Diet Pepsi. It is thus not surprising
that, in 1986, Holland Sweetener Company (HSC), a joint venture between a Dutch
and a Japanese company, began building an aspartame plant, in anticipation of
Nutrasweet’s patent expiry.

When HSC started selling its own version of aspartame (generic aspartame,
as opposed to the branded Nutrasweet version), Monsanto dropped the price
of Nutrasweet from $70, to $22–$30 per pound. This meant negative profits for
HSC, but also an enormous drop in Nutrasweet’s European revenues. Monsanto’s
reaction might seem a bit excessive, especially considering that HSC’s capacity
was only 5% of the world market. However, Europe is only a small fraction of
the world market: The U.S. market alone is ten times the European one. One
interpretation of Nutrasweet’s strategy is that, by fighting entry into a small market,
it may “convince” potential entrants not to attempt entering other larger markets
where the same incumbent is present. Moreover, production of aspartame is subject
to a steep learning curve (Monsanto managed to cut costs by 70% over a period of
ten years). Nutrasweet’s attack on HSC thus had the effect of slowing down HSC’s
move down the learning curve.

Probably as a consequence of Nutrasweet’s strategy, HSC delayed its expan-
sion plans and was not much of a competitor when the U.S. market finally opened.
Monsanto, however, did not take chances: Just prior to the U.S. patent expiry, both
Coke and Pepsi signed long-term contracts with Monsanto.

The analogy with monopoly pricing may help to answer this question. A profit-
maximizing monopolist sets a price above marginal cost. A potential buyer with valua-
tion lower than price but greater than marginal cost refrains from making a purchase even
though it would be efficient to do so (for valuation is greater than cost). The reason for
this inefficiency is that the seller cannot discriminate between buyers. By setting a price
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greater than marginal cost, the seller is able to extract some of the consumer’s surplus—
which it does at the cost of forgoing potentially profitable sales, namely, to buyers with
valuation greater than cost but lower than price.

The analogy with entry deterrence is the following. By signing a contract, incum-
bent and buyer act, as it were, as a “monopolist” with respect to the potential entrant. The
efficient solution would be for the entrant to enter if and only if its cost is lower than the
incumbent’s. But the incumbent/buyer “monopolist” knows that the potential entrant
receives positive expected profits from entering. That is, it earns an “entry surplus.”
The incumbent and the buyer thus find it optimal to set an entry “price.” This “price” is
the fee that must be paid to the buyer for breach of the long-term contract signed with the
supplier. When the entrant is very efficient, entry takes place in spite of the fee. When
the entrant is more efficient than the incumbent but not much more efficient, the contract
effectively deters entry. This intermediate level of entrant efficiency is analogous to the
buyer whose valuation is greater than cost but lower than the price set by the monopolist.

15.2 PREDATION

If an incumbent monopolist cannot prevent entry, it can still try to gain monopoly power
by inducing the exit of its rivals. Practices that have rivals’ exit as the main goal are
known as predation. Pricing below cost to injure rival firms and thus induce their exit,
a practice known as predatory pricing, is a particularly important form of predation.

As discussed previously, the first difficulty encountered by easyJet upon entering
the London–Amsterdam route was a price match by KLM, who at the time was carrying
almost one half of the passengers between London and Amsterdam. Low price was the
main selling point for easyJet. Having KLM (an established, well-known firm) match its
fares was a big blow to easyJet’s strategy. Eventually, a court case and a clever publicity
campaign by easyJet’s chairman, Stelio Haji-ioannou, put an end to KLM’s aggressive
strategy. But it is not unlikely that, the situation remaining the same for a longer period,
easyJet would have found itself forced to avoid mounting losses by exiting the London-
Amsterdam route.

What Is Predatory Pricing?

There is one problem with the preceding interpretation of KLM’s strategy. How can one
be sure that its objective was to induce easyJet to exit the market? We have seen in
previous chapters that adding more firms to a market implies a decrease in price. In fact,
in a homogeneous-product market where firms do not collude, going from one to two
competitors implies a price drop from monopoly price to marginal cost (see chapter 7).
How can one be sure that KLM’s price drop is not simply a shift from one equilibrium
to another equilibrium (with exit not being at all intended)?
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One possible answer is that, given its lighter structure, easyJet has lower costs
than KLM. Moreover, easyJet’s strategy is to charge low fares, which implies keeping
low margins. For these reasons, it is likely that, by matching easyJet’s price, KLM was
making losses. And these losses can be justified only if KLM actually intended to drive
easyJet out of the market (or, at least, increase the probability that it would exit). In
particular, if KLM was pricing below cost (which is likely, but by no means clear), then
the argument would gain some weight. Had KLM been sure that easyJet was going to
stay in the market, it would probably not have incurred losses by pricing below cost. In
summary, it is difficult to prove intent just by looking at price levels. It is very difficult to
distinguish pro-competitive behavior (pricing close to cost, at a very low margin) from
anti-competitive behavior (pricing below cost so that the rival exits, and price can then
be brought back to a high level).

The Chicago School and the Long-Purse Theories

of Predatory Pricing

A more radical criticism of the predatory interpretation of KLM’s strategy is that rational
players should never exit when preyed upon; consequently, rational predators should
never engage in predation. This view, associated with the Chicago school of thought,
runs along the following lines. Suppose that there are two periods. In the first period, the
incumbent must decide whether or not to set low prices. If it does, both incumbent and
newly arrived prey make losses L in the first period. (The first period can be thought of as,
say, the first year of the entrant’s operation.) If the incumbent does not act aggressively,
then both incumbent and entrant receive duopoly profits πD. At the end of the first period,
the entrant must decide whether or not to stay in the market. In the second period, if the
entrant exits, then the incumbent receives monopoly profits πM . Otherwise, the same
situation as in the first period is repeated.

If the entrant decides to stay into the second period, then the incumbent’s optimal
strategy is clearly not to behave aggressively: The entrant’s decision not to exit has already
been made, and so, from the incumbent’s perspective, it’s a choice between positive
profits πD and negative profits −L. Let us now consider the first period. Suppose the
incumbent acts aggressively. The entrant then will be making losses −L. Should it exit
the industry? The answer is clearly “no.” The incumbent’s threat to keep prices low is
not credible: If the entrant remains in the market, the incumbent eventually will find
it optimal not to behave aggressively. So the entrant should not exit. Even if it does not
have enough cash to sustain a loss of L, the entrant should borrow from a bank: Assuming
that πD > L, a bank should also see through the incumbent’s incentives and conclude that
staying in is a profitable strategy for the entrant; first-period losses are temporary. Finally,
a rational incumbent that knows how a rational entrant behaves should avoid aggressive
behavior in the first place: It does not induce any exit and costs a loss L in the first period,
instead of a gain πD.
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The Chicago argument is, therefore, that no predatory behavior should be observed
in practice. If an incumbent responds to entry by lowering its price, this is simply the
competitive effect of a decrease in concentration—something to be welcomed, not feared.

The problem with this argument is that it relies too much on rationality and perfect
information. Suppose that the entrant does not have enough cash to sustain losses in
the first period. The only chance of survival in case the incumbent acts aggressively is
for the entrant to borrow from a bank. According to the Chicago theory, a bank would
always be willing to lend money, having seen through the equilibrium in the second
period. Suppose now, perhaps more realistically, that the bank is not always willing
to lend money. Specifically, the competing firms expect the bank to refuse a loan with
probability ρ.

From the entrant’s point of view, staying in the market while the incumbent is
pricing low is a rational decision insofar as the initial loss, L, is less than what the entrant
expects to gain in the future: πD times the probability that the bank will give a loan, 1 − ρ.
That is, the entrant should be willing to stay in the market so long as (1 − ρ)πD > L.

From the incumbent’s perspective, aggressive behavior in the first period may
also be an optimal strategy. By accommodating entry, the incumbent receives πD + πD,
duopoly profits in each period. By behaving aggressively, the incumbent loses L in the
first period; in the second period, with probability ρ, it will get πM , for the entrant will
have exited, not having obtained additional funds from the bank; and with probability
1 − ρ the entrant will remain active, in which case the incumbent will settle for πD only.
Simple calculations show that behaving aggressively in the first period is optimal for the
incumbent if ρπM > L + (1 + ρ)πD.

According to this alternative view, if the preceding conditions are satisfied, then
(1) predation is observed in practice; (2) it is rational for the incumbent to be a predator
and for the prey to resist aggressive behavior; and (3) ρ percent of the times, predation
is successful in driving competition out of the market.

In this theory of predatory pricing, the important difference between firms is not
so much that one is the incumbent and the other a recent entrant. What is important is
that one firm is financially constrained, needing to apply for a bank loan, whereas the
other is not. For this reason, the theory is known as the long-purse or deep-pocket theory
of predatory pricing.190

Other Explanations of Predatory Pricing

There are at least three other explanations of why an incumbent might want to respond
to entry by pricing aggressively. We now turn to these.

Low-Cost Signaling191

For KLM, for example, pricing low might be a way of sending easyJet the message that
KLM’s costs are low and that, consequently, there is no room for an additional firm to
make money in the same market.
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One example of this signaling theory of predation is given by the American Tobacco
Company. Between 1891 and 1906, American Tobacco acquired 43 small competitors
(mostly regional firms), thus establishing a quasi-monopoly. In most cases, before at-
tempting to buy a rival, American Tobacco would engage in (allegedly) predatory pricing,
effectively imposing losses on the target firm. It is estimated that the impact of these
predatory actions was to lower the cost of buying rivals by up to 60%.192 One inter-
pretation of this number is that, by observing American Tobacco’s low prices, a small
regional firm would become convinced that American Tobacco’s cost is low and thus
the prospects of competing against it not very promising—thus the effect of settling for
a lower price.

Another stylized fact derived from the analysis of the American Tobacco example
is that the price paid for target firms acquired later was lower than the price paid for
target firms acquired earlier by about 25% (everything else constant). This suggests that
one of the effects of predation (and acquisition) is to create a reputation which in turn
influences the outcome of future clashes between the large firm and small firms. To this
alternative theory we turn next.

Reputation for Toughness193

By pricing aggressively, the incumbent may acquire a reputation for being “tough,”
so that in the future (or in other markets) no more entry will take place. The case of
the aspartame industry, examined in detail in box 15.3, is a good example: Monsanto
retaliated against Holland Sweetener’s entry into the European market by lowering prices
substantially. One interpretation of this strategy is that Monsanto wanted to make sure
that no competitors entered the U.S. market, its most important territory, where the
aspartame patent was due to expire later than in Europe.

Another example of the same explanation is given by British Airways (BA). In the
1970s, BA successfully (if at some cost) fought Laker Airways’ entry into the transatlantic
market.f In the 1980s, it took similar measures in response to entry by Virgin Atlantic,

f Laker Airways went out of

business, but not before suing

BA and several other airlines for

conspiring to drive it out of the

market. The case was eventually

settled out of court.

although with less successful results. In the 1990s, the “victims” have been the likes of
easyJet and, again, Virgin. One possible result of this series of aggressive actions is that
BA now has gained the reputation for being a tough competitor, thus discouraging future
entry into its markets.g

g As Virgin’s President Richard

Branson once stated, “the safest

way to become a millionaire is to

start as a billionaire and invest in

the airline industry.” Perhaps this

sentiment is a reflection of several

years competing against British

Airways.

A similar example in the con-

text of the airline industry is given

by the recent case of American

Airlines’ alleged predatory pric-

ing against competitors in the

Dallas/Forth Worth hub. See chap-

ter 1.

Growing Markets194

A third explanation for predatory pricing applies to growing markets where long-term
success requires a significant market share from early on. For example, in the market for
operating systems, it is important to start with a good installed base of adopters, so that
third-party application software developers have an incentive to write software running
on the operating system; new users in turn will be attracted and a sort of snowball effect
takes place. The snowball effect also works in the opposite way: Lacking a good starting
installed base, an operating system may be doomed to failure.h In this context, predatory

h The dynamics of markets of

this sort, that is, markets where

installed base is an important

determinant of long-term firm

success, are examined in greater

detail in chapter 17. Other

examples in which initial market

share is an important target are

learning curves and consumer

switching costs. The latter are

considered in chapter 12.
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pricing early on may be successful in that it prevents rivals from achieving the critical
market share necessary to survive in the market.

An example of this type of predatory pricing is cable TV competition in Sacra-
mento, California.195 In 1983, Sacramento Cable Television (SCT) was awarded a first
franchise. In 1987, a second franchise was given to Cable America. The latter started
off by laying down a cable system across 700 homes, a small fraction of the market, but
planning to expand to the entire Sacramento area. Cable America’s initial offering was
36 channels for a monthly fee of $10, which compared favorably to SCT’s $13.50 for
40 channels. However, SCT quickly responded by selectively cutting its rates in the area
where Cable America had entered: The new offer consisted of three months of free service
and then continued service at $5.75 a month. After seven months, Cable America threw
in the towel, unable to create a critical mass of subscribers that would justify further
investment in programming and laying down additional cables.

To summarize:

Predatory pricing may be a successful strategy when (1) the prey is financially
constrained, (2) low prices signal low costs or the predator’s “toughness,” and
(3) capturing a minimum market share early on is crucial for long-term survival.
In all these cases, low pricing by the predator induces the prey to exit the market.

Nonpricing Predatory Strategies

So far, we have talked about predatory strategies in the form of price cuts. However,
predatory pricing is not the only form of predation. One of the best examples for the
theory presented last in the previous subsection is Microsoft’s MS-DOS dominance in
the market for operating systems. As was seen in chapter 11, Microsoft’s strategy did
not consist of directly lowering the price of MS-DOS. Rather, what Microsoft did was to
impose contractual terms whereby computer manufacturers would have to pay Microsoft
per computer sold, not per copy of MS-DOS shipped. This implied that the opportunity
cost of selling a computer with MS-DOS was very small, in fact zero: A fee would have
to be paid to Microsoft regardless of whether MS-DOS was included or not.

Largely based on this strategy, Microsoft was able to keep rivals DRI and IBM out of
the market for DOS operating systems, and, generally, to establish MS-DOS/Windows as
the dominant operating system. By the time the Department of Justice induced Microsoft
to abandon its practices, the installed base of MS-DOS was already sufficiently high to
create a self-sustaining advantage for Microsoft.

Another class of nonprice exclusionary strategies is bundling or tying.i At one

i Bundling and tying can also be

a means for price discrimination.

See chapter 10.

point, Kodak, who held a dominant position in the market for cameras, designed its
new film and camera in a format that was incompatible with other existing film formats.
One interpretation of this strategy (in fact, one that Kodak was accused of) is that it forced
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rival film manufacturers out of the market. Likewise, IBM, who for a long time dominated
the computer industry, would incorporate increased amounts of storage into its central
processing units to prevent sales by plug compatible memory manufacturers.196,j

j There is an interesting analogy

between the IBM example and the

antitrust case against Microsoft;

this case is discussed in chapter 5.

Public Policy toward Predation

Predation is one of the most difficult areas of antitrust and competition policy. More than
in most other areas of antitrust and competition policy, there is great disagreement among
economists about general principles and about actual decisions on different cases. Why
such divergence of opinion? We can identify three main reasons.

Does Predation Exist?

First, the theoretical debate as to whether predatory pricing exists in practice is still
not completely settled. As we saw previously, a price reduction by an incumbent in
response to entry can be interpreted as a competitive response to new competition, rather
than as an attempt to drive that competition out of the market. However, theoretical and
empirical developments are creating a consensus that there is such a thing as predatory
pricing.

Identifying Predatory Behavior

This brings us to the second problem. Even if we agree that predatory pricing exists,
we still have to distinguish it from simple, straightforward, competitive behavior: More
competition means lower prices and possibly exit, even if no firm is attempting to drive
rivals out of the market. For example, some 5000 roadside gas stations have closed down
in Britain over the past eight years, while average gas prices declined significantly. An
investigation by the Office of Fair Trade concluded that the price decrease resulted from
increased competition between the large incumbent firms and that no predatory intent
was present (box 15.4).

In the United States, a crucial step in distinguishing competition from predation
is the so-called Areeda-Turner test: Prices should be regarded as predatory if they fall
below marginal cost. But this does not solve the problem. For example, a firm might
very well price below short-run marginal costs with the sole purpose of moving down
its learning curve (and with no anti-competitive intent).

Alternatively, one may look for post-exit price increases. If there is predatory intent,
the predator must have a reasonable expectation of recouping short-run losses in the long
run, that is, after exit has taken place. In this respect, the case of Spirit Airlines versus
Northwest Airlines, described in greater detail in box 15.5, is illustrative. When Spirit
entered one of Northwest’s markets, the latter responded by slashing its fares. Soon after
Spirit exited, prices went back up, in fact, to higher levels than before Spirit’s entry.k

k Ironically, not too long before,

Northwest (and Continental) sued

American Airlines for alleged

predatory pricing. Northwest and

Continental claimed to have lost a

total of $1 billion when forced

to match the new lower fares

set by American in the spring

of 1992. Antitrust charges against

American Airlines were cleared in

the summer of 1993.197

Welfare Effects

Even if we are able to identify pricing with the clear intent of driving rivals out of the
market, we still have to address the third question: Why should predatory pricing be
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Box 15.4 Gas Stations in Britain: Competition or Predation?

Between 1990 and 1998, some 5000 roadside gas stations closed down in the United
Kingdom. The Office of Fair Trade (OFT) initiated a detailed analysis of the industry
and found no need to intervene to protect the losers from the gas price war.

“Excluding tax and duty, the price of ordinary unleaded gas has fallen from
15.3p per liter in February 1990 to 10.0p per liter in February 1998 . . . The key
dynamic in the market is the fierce rivalry between the oil majors, such as Shell
and Esso, and the large supermarket chains, . . . whose market share has grown
from 5% to around 23% since 1990 . . .

Supermarkets can offer keen prices because of their high volumes and low
cost base . . . Oil companies have responded by cutting their prices to match those
of the supermarkets . . . Predictably, not all of the smaller independent retailers
have been able to withstand the competition. As a consequence, there are around
5000 fewer gas stations in the United Kingdom today than in 1990 . . .

Does this situation constitute predatory behavior on the part of the market
leaders? The weight of evidence from the marketplace suggests not . . . If successful
predation had occurred, we would have seen much higher margins being earned
now. In fact, between January 1991 and February 1998, gross margins in the market
fell from around 6p to 4p per liter for both unleaded and leaded gas.”198

Box 15.5 Spirit Airlines versus Northwest Airlines

“Spirit tiptoed into the Detroit–Philadelphia market in December 1995, with one
round-trip flight a day, says Vice-Chairman Mark S. Kahan. Northwest’s average
one-way fare when the tiny Spirit entered was more than $170. Spirit’s introductory
unrestricted fare: $49 one way. . . . On June 20, 1996, Northwest slashed its fares
to Philadelphia to $49 on virtually all seats at all times, he says. And it poured on
capacity, adding nearly 30% more seats. On September 30, Spirit abandoned the
route. Says Northwest’s Austin: ‘We’re being criticized for matching a competitor’s
action, which I view as pro-consumer.’

Executives at many big airlines say cutting fares and adding capacity is good
for consumers. True, but only if it lasts. By the first quarter of ’97—just a few months
after Spirit withdrew—Northwest’s average one-way fare on the route had climbed
to more than $230, says Kahan. And the number of seats available from Northwest
on the Detroit–Philadelphia run dropped, too.”199
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illegal? Even from a consumer’s perspective, there is a trade-off to be taken into account.
Predatory pricing implies that, with some probability, the prey will exit the market,
leaving the predator with monopoly or near-monopoly power. But against possible higher
future prices we must weigh lower short-run prices. These lower prices are not very
relevant when the predator’s price cuts are selective, as in the Sacramento cable TV case
(only 700 customers benefited from the predator’s price cuts). But consider instead the
example at the beginning of the chapter: When easyJet entered the London–Amsterdam
route, KLM retaliated by cutting fares. easyJet survived this attack. In the end, both easyJet
and KLM lost the price war episode. Who gained in the process? Clearly, consumers.

Skepticism about the (alleged) negative effects of predatory pricing is especially
relevant in industries with important network externalities. This concept, which will be
examined in greater detail in chapter 17, refers to the case when consumers benefit from
there being other consumers who are buying the same product. The MacIntosh operating
system is worth little to a consumer when few other users adopt the same operating
system. For one, it is more difficult to exchange files when the other party is based on a
different platform. More importantly, as we saw earlier, having few buyers of the MacOS
implies that little software will be developed for it. In the context of network industries,
like operating systems, preventing predatory behavior may be a mixed blessing. On the
one hand, a competitor is saved for the industry; on the other hand, less standardization
is achieved, with the obvious negative consequences.

In practice, the U.S. Supreme Court has clarified two conditions for illegal preda-
tory pricing.200 The first condition is that price is below cost. The second is that a firm
pricing below cost is sufficiently likely to recoup its short-run losses, that is, predation
is a rational strategy. At the same time, the Court has repeatedly shown its skepticism
about cases of predatory pricing: “Predatory pricing schemes are rarely tried, and are
even more rarely successful.”201

The analysis in this section suggests that the Court’s view is flawed when it
implicitly assumes that predation is an unlikely event. Not only do we observe predation
in practice, but we can also find convincing and rational explanations for its occurrence.
However, distinguishing predation from competitive behavior is difficult. Moreover, the
welfare analysis of predation reveals that its effects are ambiguous, even if we restrict it
to consumer welfare. For this reason, the Courts may be right in not giving much weight
to cases of alleged predation—although for different reasons.

The European legal tradition regarding predation is less rich than the North Amer-
ican one. Predation normally would be considered an infringement of Article 86 of the
Treaty of Rome, which forbids the abuse of a dominant position. In one important case,
AKZO Chemie BV, a Dutch chemical firm, was fined by the European Commission for
ten million ECU as a result of alleged predatory action directed against Engineering and
Chemical Supplies Ltd. (ECS), a small British firm.

It should be noted that, a few years earlier, AKZO had threatened ECS that it would
cut prices in ECS’s market unless ECS exited from the markets it had recently entered,
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markets that were dominated by AKZO. There was good evidence of this, because AKZO
actually convened a meeting with ECS for this effect. The European Commission seems to
have put a lot of weight on this past occurrence, as well as on the fact that AKZO is a much
larger firm than ECS. By contrast, there was hardly any investigation of whether AKZO
priced below cost or imposed any significant damage on ECS. Many critical analysts
claim it did not.

This case is interesting in that it illustrates the difficulty of judging cases of alleged
predation. In terms of evidence of intent, an element on which policymakers seem to put
a lot of weight, the case could hardly be more clear-cut: AKZO even convened a meeting
with ECS for the purpose of announcing its intention. Do such announcements, together
with actual price cuts, amount to (illegal) predatory pricing? Should they be illegal?

15.3 MERGERS AND ACQUISITIONS

In the previous section, we looked at firm strategies that induce exit by current competi-
tors. An alternative way of eliminating competition is simply to acquire the rival firm.
In fact, the strategy of American Tobacco, described earlier as an example of predatory
behavior, eventually led to the acquisition of the prey firms, rather than their exit. Gen-
erally, mergers and acquisitions implicitly imply “exit” (of the merging firms, or at least
of the acquired firm) and “entry” (of the newly formed firm, in case of a merger).

What are the causes of mergers and acquisitions? A brief look at a few examples
will show that the causes are manifold.

. In the 1980s, Sony purchased the film studio Columbia with the objective of creating
“synergies” between two complementary producers. Columbia’s collection of quality
movies was seen as a guarantee of a minimum supply of “software” to complement
the “hardware” offered by Sony (e.g., video players).

. Philip Morris and Kraft possess a large number of food products sold through super-
market chains. Creating a new firm of greater size allowed Philip Morris and Kraft
to increase their bargaining power with respect to retailers. This is important, for
example, when it comes to obtaining shelf space for the launch of a new product.

. When Nestlé acquired Rowntree, its main goal was to enter the British market for
chocolates. Rowntree owned a vast number of well-known brands (Smarties, After
Eight, Kit Kat, etc.). Buying Rowntree allowed Nestlé to save the high costs of launch-
ing new brands.

. Another example involving Nestlé is the joint venture with General Mills for the
production and distribution of breakfast cereals in Europe. The main goal of this
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joint venture was to exploit the synergies between two complementary firms: Nestlé’s
distribution skills (especially in Europe) and General Mills’s production skills.

In addition to these examples, in which some strategic or efficiency effect is
envisaged by the merger, there are a number of cases where mergers and acquisitions
are done mainly for financial or tax reasons. For example, acquiring firms from different
industries is equivalent to holding a diversified investment portfolio, thus reducing the
overall risk for the parent company.

In this section, we focus on horizontal mergers, that is, mergers or acquisitions
between two firms within the same industry. From the previous list, both Phillip Morris
and Nestlé would qualify as examples of horizontal mergers—not so the example of Sony
(or the examples where mergers result from financial or tax reasons).

The Implications of Mergers

Consider an industry with n firms that compete as in the Cournot model. Suppose that
all firms have the same marginal cost, c, and fixed cost, F . What happens when, for
example, firms 1 and 2 merge? The newly formed firm, 1&2, has marginal cost c and
fixed cost F . After firms have had time to adjust their quantities, we will converge to a
new equilibrium that, effectively, corresponds to the same Cournot equilibrium, but now
with n − 1 firms instead of the initial n.

As was seen in previous chapters, the equilibrium price under Cournot equilibrium
is (strictly) decreasing with respect to the number of firms. Going from n to n − 1
competitors implies an increase in price. Generally, an increase in concentration implies
an increase in price. In other words, market price increases as a result of the merger.
Consequently, if product differentiation is not very important—so that market price is
the only concern for consumers—then mergers imply a decrease in consumer welfare.

Suppose that n is a large number, so that n is approximately equal to n − 1. Then,
under Cournot competition, profits are approximately the same with n competitors or
with n − 1 competitors. But then the merger between two firms from the initial set of n
competitors would seem unprofitable: Initially, the two firms earn a total of 2 times π(n),
where π(n) is equilibrium profits when there are n competitors. After the merger, the
combined firm earns π(n − 1). If π(n) is approximately equal to π(n − 1), then postmerger
profits are little more than one half of premerger profits.

Horizontal mergers do occur in practice. If we assume that firms and firm managers
are concerned with firm value, then it must be the case that (at least some) horizontal
mergers are profitable, that is, they increase the combined value of the merging firms.
This suggests that the preceding analysis is missing something. One important aspect
that is missing is synergies, in particular, cost efficiencies. We have assumed that both
the fixed and the marginal cost of the merged firm would be the same as before the
merger. However, the examples at the beginning of this section suggest that this is not
such a good assumption. For example, the joint venture between Nestlé and General
Mills combines complementary skills that lead to a lower marginal cost of producing
and distributing breakfast cereals. The recent merger between Daimler and Chrysler is
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Box 15.6 The DaimlerChrysler Merger

“Now that the creation of DaimlerChrysler is officially going ahead, efforts to save
$3 billion a year will go into high gear. Here is where savings are expected to come
from:

. Advanced technologies. Eliminate overlapping research into fuel cells, electric
cars, and advanced diesel engines.

. Finance. Reduce back-office costs, and coordinate tax planning and other activ-
ities.

. Purchasing. Consolidate parts and equipment buying. DaimlerChrysler is ex-
pected to follow Chrysler’s system of working with suppliers.

. Joint production. Build Daimler sport utility vehicles at a plant in Austria where
Chrysler makes Jeeps and minivans.

. New products. Possibly cooperate on future products such as minivans.

. New markets. Cooperate in emerging markets such as Latin America and Asia,
perhaps with joint distribution.”202

expected to create cost savings of $3 billion a year. To a great extent, these are derived by
avoiding duplication of fixed costs (box 15.6). Be it marginal costs or fixed costs, mergers
normally create efficiencies. We thus have two main effects:

Mergers normally imply an increase in prices and a reduction in costs.

As we will see later, these two effects correspond to the main trade-off faced by policy-
makers when it comes to merger analysis.

The preceding analysis notwithstanding, mergers do not necessarily need to create
significant cost efficiencies to be profitable. We have so far assumed that the mode of
competition remains the same after the merger (e.g., Cournot before and Cournot after,
though with a more concentrated industry). However, one of the implications of the
merger may be precisely to change the mode of competition in the industry. Specifically,
a more concentrated industry (the result of the merger) may allow for a greater degree of
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collusion among competitors. We will return to this point when discussing public policy
toward mergers.

We stated earlier that total output tends to decrease as a result of a merger. In
particular, the combined output of the merged firms normally decreases. Why? Before
the merger, if firm i were to decrease output by one unit, it would (1) lose p − MC , its
selling margin; and (2) gain qi�p, where qi is its output and �p the increase in price that
results from the output decrease. Because we start (before the merger) from an equilibrium
situation, it must be the case that no firm would have an incentive to decrease (or increase)
output. In other words, the positive and the negative effect of an output reduction exactly
cancel out.

Consider now the situation after the merger between firms i and j. Starting from
the same output levels as before the merger, the newly formed firm i&j stands to gain
from a reduction in output. In fact, although the loss in terms of lower output is still
p − MC , the gain from an increased price is now (qi + qj)�p. In other words, when firm i
lowers output, it now takes into account not only the effect of a higher price on its profits
but also the effect on firm j’s profits. Therefore, unless the merger implies a significant
reduction in the marginal cost of the combined firm i&j, total output of the merging firms
goes down.

Not every firm decreases its output as a result of a merger. In fact, for the nonmerging
firms, the opposite is true. Before the merger, if firm k were to decrease output by one
unit, it would (1) lose p − MC , its selling margin; and (2) gain qk�p. After the merger,
(2) remains the same but (1) is now greater. If firm k was indifferent between decreasing
and increasing output before the merger, it now strictly prefers to increase.

In fact, nonmerging firms are the main beneficiaries from the merger: Without
having to incur any costs, they see the number of their competitors decrease by one. The
nonmerging firms are, as it were, free-riding on the output reduction (and price increase)
initiated by the merging firms. As a well-known author put it, “the promoter of a merger
is likely to receive much encouragement from each firm—almost every encouragement,
in fact, except participation.”203

This is not true in general, however. For example, if the merged firm becomes very
efficient, specifically, if its marginal cost is substantially lower than before the merger,
then it may happen that nonmerging firms see their profits decrease. In terms of the
preceding analysis, recall that we (implicitly) made the assumption that marginal cost
remains unchanged as a result of the merger. Otherwise, effect (1) of an output reduction
would increase and the merging firm i&j would no longer find it profitable to reduce
output. The situation is then inverted: nonmerging firms reduce their market share and
profits as a result of the merger.

The value of nonmerging firms may decrease or increase as the result of a merger,
depending on the cost efficiencies generated by the merger.
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Three examples show that both situations are possible in practice.

1. In August 1998, “British Petroleum PLC said it would buy Amoco Corp. in the
largest industrial merger ever. . . . The accord has helped push up stock prices of
most major oil companies. Mobil Corp., [for example,] was up $2.625 late Thursday
at $69.375.”204

2. Meanwhile, responding to the announcement of a proposed merger between British
Airways and American Airlines, Virgin Atlantic—a smaller competitor in the
London–U.S. routes—painted its aircraft with the clear message “BA/AA No Way.”l

l In the case of Virgin Atlantic,

an additional concern with the

BA/AA merger is that Virgin

Atlantic’s relative size would

be even smaller. As we saw in

the preceding section, predatory

practices are not unknown in this

industry. A greater asymmetry

in size between competitors may

increase the likelihood of such an

event.

3. In the European defense industry, the merger between rivals GKN plc and Alvis plc
is putting the pressure on Vickers, a third competitor. “Together, GKN and Alvis
will be in a far better position to call the shots as Europe undergoes defense and
aerospace consolidation. . . . Some analysts have warned that could shut the door
on Vickers.”205

Merger Waves

One stylized fact of merger activity is that mergers occur in waves: Periods of intense
merger activity in a given industry alternate with periods of relative stability. There are
several explanations for this phenomenon. In particular, some explanations emphasize
exogenous causes, and others put an emphasis on endogenous effects.

Take, for example, the airline industry. First in the United States, then in Europe
and the rest of the world, the industry is undergoing a process of deregulation. One
consequence of this is that many airlines have been forming alliances, in an effort to
survive in an increasingly competitive industry. Currently, there are more than 500
alliances worldwide.206 Although these alliances have been formed in sequence, it would
be incorrect to say that the nth alliance was triggered by the n − 1st alliance. More likely,
they are both the result of the (exogenous) change in government regulation.

To understand how a sequence of mergers may be endogenously determined,
consider the following simple example. Suppose that firms compete as in the Cournot
model; demand is given by Q = 150 − P, marginal cost is constant and equal to 30, and
fixed cost is 120 (the same for all firms). Profits per firm as a function of the number of
competitors are then as follows:

No. Firms Profit per Firm

2 680
3 330
4 168
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Suppose that there are initially four firms. A merger between Firms 1 and 2 would not
be profitable: Before the merger, the two firms combined for 2 × 168 = 336, whereas
following the merger, they would get only 330. Suppose, however, that Firms 3 and
4 merge. The reason for this merger might be that there is a special synergy that only the
merger between 3 and 4 would generate; or, it could be that the managers of Firms 3 and
4 have personal ambitions of running a very large firm, to the point that they decide to
merge even if firm value is not increased. Whichever the reason for the merger between
Firms 3 and 4 is, the “initial” situation is now an oligopoly with three firms only: 1, 2,
and 3&4. Now, it does pay for Firms 1 and 2 to merge: Without the merger, they earn a
combined 2 × 330 = 660, whereas by merging, total profits would be 680.

In other words, the gains from merger between a given pair of firms increase when
two rival firms merge. Although this is not always true, it is an intuitive result: As we
saw before, nonmerging firms free-ride on merging firms by increasing output when the
latter decrease output upon merging. This results in a lower gain for the merging firms.
If the number of nonmerging firms is smaller, then the free-riding effect is lower and
the merging firms are able to reap more of the benefits from increased concentration. In
the previous example, starting with four firms, we have two free-riding firms, whereas
starting with three firms, there is only one free-riding firm. For this reason, a merger
between two firms (e.g., Firms 3 and 4) may trigger the merger between two other firms
(e.g., Firms 1 and 2). Generally, this may be the source of the merger waves to which we
alluded earlier.

Merger waves may result from exogenous events (e.g., industry deregulation) or
from endogenous events (e.g., a merger between two large firms).

Real-world examples of sequences of mergers in particular industries suggest that
both exogenous and endogenous effects are present. For instance, the U.S. supermar-
ket business is undergoing a rapid process of consolidation, “driven by a desire to cut
costs and remain competitive with Wal-Mart Stores Inc., which has invaded the grocery
business with its low-cost distribution model.”207 As several firms merge together, the
pressure to cut costs becomes greater, which in turn leads to further mergers, as firms
strive to achieve cost efficiencies. In September 1999 alone, “Kroger has made a $13
billion offer for Fre Meyer; . . . Safeway has announced plans to buy Dominick’s Su-
permarkets for $1.8 billion; and Canada’s Empire has said it would buy a rival chain,
Oshawa, for $900 million. [In the previous month], Albertson’s snapped up American
Stores for $12 billion. Meanwhile Kmart, a discount retailer, said this week that it needs
to find a supermarket chain to be its partner.”208

Another example is provided by the European telecommunications industry. “Tele-
coms and media alliances have mushroomed in recent months and will continue to do
so this year. . . . The trend is being driven by market-opening measures within the bloc,
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pressure to remain at the forefront of technology and the alliance between AT&T Corp.
and British Telecommunications plc, which observers say has altered Europe’s telecom
equilibrium.”209 Of the three reasons pointed out, the first one corresponds to an exoge-
nous event, whereas the third one would be better classified as an endogenous event (a
merger that induces additional mergers).

Public Policy toward Mergers

There are essentially three interested parties in a merger: the merging firms, the nonmerg-
ing firms, and consumers. The previous analysis suggests that, in general, consumers
lose from the merger. Nonmerging firms may gain or may lose. Merging firms, finally,
are expected to gain from the merger, at least in expected terms (or else they wouldn’t
merge).

The task for public policy is to evaluate the relative weight of each gain and loss
and then to make an assessment of the overall effect of the merger (taking into account
the relative weight given to firm profits and consumer welfare). This task is especially
hard when it comes to estimating the cost savings implied by the merger. In fact, most of
the information necessary for such evaluation lies with the merging firms. The merging
firms have a strategic incentive to distort such information, in the hope of convincing
policymakers that the overall effect of the merger is positive.

One of the few general rules for merger policy is that the greater the price increase,
the less desirable the merger is. The idea is simple: A higher price implies a loss for
consumers that is less than compensated by the gain to firms (the difference being the
allocative inefficiency caused by the gap between price and marginal cost). Moreover,
policymakers normally give more weight to consumer welfare than to firm profits. So,
even if there were no allocative efficiency loss, a higher price would imply a transfer
from consumers to firms, a negative effect (from a policymaker’s perspective).

How can the policymaker estimate the likely increase in price following the merger?
From chapter 9, we know that, for a given mode of competition, the greater the market
concentration the greater the price. A merger between two large firms is therefore likely
to imply a greater increase in price than a merger between two small firms. Moreover,
collusion is more likely in concentrated industries; it is therefore possible that the merger
implies a switch to a more collusive situation.

It is important to distinguish these two channels of price increase. The first one,
known as the unilateral effect of the merger, is essentially a function of the increase
in concentration (see chapter 9). The second one, the collusion effect, also depends on
the distribution of market shares. An example will help to clarify this issue. In February
1992, the food products manufacturer Nestlé made a bid for Perrier S.A., Europe’s leading
producer of mineral water. Market shares prior to the merger were as follows: Perrier,
35.9%; BSN, 23%; Nestlé, 17.1%; others, 24%. The Nestlé/Perrier merger thus would
create a leading producer with 53% of the market and a second firm with only 23%.
Nestlé anticipated that the European Commission would not be very keen on such an
increase in concentration, in particular on having a single firm with such a large market
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share. It therefore proposed to the Commission that, together with the merger, it would
transfer Volvic, one of the Nestlé/Perrier water sources, to rival BSN. Taking this asset
transfer into account, the foreseeable postmerger market shares would be Nestlé/Perrier,
38%; BSN (with Volvic), 38%; others, 24%.

The Commission approved the merger with the conditional asset transfer. The idea
is that anti-competitive concerns are less significant in a 38-38 dominant duopoly than
they are in a 53-23 one. However, such presumption is far from obvious. In particular,
the argument can be made that collusion between Nestlé/Perrier is made much easier
when they hold symmetric market shares than when they are very different in size.210

Although the unilateral effect of the merger (increased concentration and price) is likely
to be greater without the asset transfer, the collusion effect (increased collusion) is likely
to be greater with the asset transfer.

How does one go about estimating the price effect of a merger? One possibility
is to estimate the impact of the merger on concentration and then apply a formula like
equation 9.1, which relates concentration to price. The practical problem of this approach
is that, to compute the concentration index, one first needs to compute market shares;
in order to compute market shares, one first needs to define the market; the latter is far
from trivial.

For example, in 1996, Staples and Office Depot, the two largest chains of office-
supplies superstores, proposed to merge. The merger was eventually disallowed by the
U.S. District Court, ruling in favor of the Federal Trade Commission, which argued that
the merger would increase market power in the industry, to the detriment of consumers.
In fact, if the relevant market definition is “office superstores,” then Staples and Office
Depot would combine for a market share of more than 70%. However, if the relevant
industry definition is “stores that sell office supplies,” then the combined market shares
of the two firms would be much lower.

Disagreement between firms and merger authorities concerning market definition
is common. It shows how difficult and inexact the science of market definition is. For
this and other reasons, anti-trust authorities such as the U.S. Federal Trade Commission
have come to favor the more direct approach of estimating the impact of a merger on
consumer prices. For example, in examining the Staples/Office Depot proposed merger,
the FTC concluded that prices in cities with little or no competition between superstore
chains are up to 15% higher than in cities where there is competition. This provides a
benchmark estimate of how much prices would increase, as a result of the merger, in
cities where only Staples and Office Depot operate (of which, as it turns out, there is a
fair number).

A second general rule for merger policy is that the smaller the relative size of the
merging firms, the more likely that the overall impact of the merger will be positive.
There are two reasons for this rule. First, the smaller the merging firms are, the lower the
price increase caused by the merger. For example, going from 20 to 19 firms implies a
lower increase in price than going from 3 to 2 firms.
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The second reason is that a merger between small firms indicates that efficiency
gains are likely to be significant. We saw before that, under Cournot competition, the
greater the number of nonparticipating firms, the greater the free-riding effect (whereby
nonmerging firms increase output in response to the merging firms’ output decrease).
Because the merging firms get together of their own volition, it must be that efficiency
gains are significant enough to compensate for the negative effect caused by free-riding.
This lower bound on the extent of efficiency gains is greater the greater the number of
nonparticipating firms, or, in other words, the smaller the relative size of the merging
firms.211

The smaller the size of the merging firms, the more likely the total effect of a merger
is positive.

There are many other considerations to take into account in the public-policy
analysis of a merger. For example, policymakers are naturally more lenient toward
mergers in industries where entry is easy. The idea is that, in such industries, the price
effect (increase in price as a result of the merger) cannot be very significant, or else entry
would take place and would counteract the negative effect of the merger.

Most government authorities responsible for merger analysis have a set of rules
or guidelines, which include the preceding ideas and other related ones—the 1992
Merger Guidelines in the United States, or the Regulation 89/90 in Europe, for example.
Ultimately, what matters is the relative weight given to each of the interested parties, for
there are always winners and losers.

Summary

. An incumbent firm’s capacity choice may influence entry decisions by new firms. If
entry costs are high, then the incumbent should set monopoly capacity and ignore
the threat of entry. If entry costs are low, then the incumbent should choose capacity,
taking into account the entrant’s reaction curve. Finally, if entry costs are intermediate,
then the incumbent should choose capacity large enough to induce the entrant not to
enter.

. Capacity preemption is a credible strategy only if capacity costs are high and sunk.
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. Predatory pricing may be a successful strategy when (1) the prey is financially con-
strained, (2) low prices signal low costs or the predator’s “toughness,” and (3) cap-
turing a minimum market share early on is crucial for long-term survival. In all these
cases, low pricing by the predator induces the prey to exit the market.

. Mergers normally imply an increase in prices and a reduction in costs for the merging
firms. The value of nonmerging firms may decrease or increase as the result of a merger,
depending on the cost efficiencies generated by the merger. The total effect of a merger
is more likely to be positive the smaller the size of the merging firms.

. Merger waves may result from exogenous events (e.g., industry deregulation) or from
endogenous events (e.g., a merger between two large firms).

Key Concepts

. preemption

. entry deterrence, entry accommodation, and blockaded entry

. product proliferation

. predation

. horizontal mergers

. unilateral effect and collusion effect

Review and Practice Exercises

15.1∗ LC Burgers is currently the sole fast-food chain in Linear City, a city that is one
mile long and consists of one street, with one thousand consumers distributed uniformly
along the street. The price for the BigLC, the only product sold by the LC Burger chain, is
set nationally at $4, so that the local Linear City manager’s decision is limited to choosing
the number and location of its stores.

Each store costs $600,000 to open and lasts indefinitely. Each consumer buys one
burger per week at the current price of $4. However, no consumer will walk for more
than a quarter of a mile to buy a burger. Operating costs are $1 per burger. The interest
rates is 0.1% per week. The market conditions are unchanging, so present discounted
profits can be regarded as level perpetuities.
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a. Suppose that LC Burgers faces no competition and no threat of entry. How many stores
should LC Burgers open, and at what locations?

CS Burgers is contemplating entering Linear City. CS Burgers’ costs and prices
are the same as those of LC Burgers. Moreover, consumers regard the products at both
chains as equally good; so, if both brands are in town, each consumer buys from the
closest store.

b. At what locations should CS Burgers open stores, given that LC Burgers has opened
the locations found to be optimal in part (a)?

c. Recognizing the threat of entry by CS Burgers, at what locations should LC Burgers
open stores?

d. Would your analysis of these product-location decisions be affected if you also con-
sidered the possibility of pricing competition, that is, if prices were then set inde-
pendently, given the locations of the stores (rather than taking prices as fixed, as was
done previously)?

e. Moving beyond this particular model, does product positioning involve a first-mover
advantage or a second-mover advantage, or does this depend upon particular aspects
of the market in question?

15.2 Less than one year after the deregulation of the German telecommunications
market at the start of 1998, domestic long-distance rates have fallen by more than 70%.
Deutsche Telekom, the former monopolist, accompanied some of these rate drops by
increases in monthly fees and local calls. MobilCom, one of the main competitors, fears
it may be unable to match the price reductions. Following the announcement of a price
reduction by Deutsche Telekom at the end of 1998, shares of MobilCom fell by 7%. Two
other competitors, O.tel.o and Mannesmann Arcor, said they would match the price
cuts. VIAG Interkom, however, accused Telekom of “competition-distorting behavior,”
claiming the company is exploiting its (still remaining) monopoly power in the local
market to subsidize its long-distance business.212

Is this a case of predatory pricing? Present arguments in favor of, and against, such
assertion.

15.3 “The combined output of two merging firms decreases as a result of the merger.”
True or false?

15.4∗ One of the efficiencies created by mergers in the paper industry results from
reorganization of production. A machine is more efficient the narrower the range of
products it produces, among other reasons because the length of each production run
can be made longer.

The paper industry underwent a wave of mergers in the 1980s. Of the firms
that merged, about two thirds increased their market share as a result of the merger.
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Assuming that (1) firms compete by setting production capacity, and (2) paper products
are relatively homogeneous across firms, explain how the previous paragraph explains
the pattern of changes in market shares. Which firms would you expect to increase their
market share?213

15.5 “The renewed prospect of a link-up between British Aerospace PLC and the
Marconi defense arm of General Electric Co. PLC of the United Kingdom has led to
revived talks between the top defense companies in Germany and France.”214 Discuss.

Extension Exercises

15.6 Consider a homogeneous product industry with inverse demand given by
p = 100 − 2Q. Variable cost is given by C = 10q. There is currently one incumbent firm
and one potential competitor. Entry into the industry implies a sunk cost of F .

a. Determine the incumbent’s optimal output in the absence of potential competition.

b. Suppose the entrant takes the incumbent’s output choice as given. Show that the
entrant’s equilibrium profit is decreasing in the incumbent’s output.

c. What output should the incumbent firm set to deter entry?

d. Assuming that the incumbent firm decides to deter entry, determine the Lerner index
as a function of F . Discuss the result.

e. Determine the lowest value of e such that the incumbent firm prefers to deter entry.

15.7∗∗∗ A large fraction of industry entry corresponds to acquisition of incumbent firms.
For example, from a sample of 3788 entry events, about 70% were acquisitions.215 Econo-
metric analysis suggests that entry by acquisition is more common in more concentrated
industries.216 Can you explain this observation? Suggestion: Consider a Cournot oligop-
oly with n symmetric firms. Determine the maximum that an entrant would be willing
to pay for one of the incumbent firms. Determine also the minimum that an incumbent
would require from a buyer, knowing that the alternative to selling the firm is for the
entrant to create a new firm. Show that the difference between the two values above is
greater when the industry is more concentrated.217

What other factors would you expect to influence the “build or buy” decision when
entering an industry?
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Research and Development

Imagine that H. G. Wells’ time machine actually works. Assume, moreover, that you are
given a $100,000 prize and the option of remaining in the year 2000, or, alternatively,
traveling to 1900. Were you to decide to move back to 1900, $100,000 would make you
a very wealthy person: You would be able, for example, to afford a large mansion with
many servants. By contrast, $100,000 in 2000 won’t get you much of a mansion—at most
a very small apartment in London or New York. Does that mean you would be better off
by moving back in time?

There are many issues involved in the decision of what century to live in. In
particular, the set of available goods would normally play an important role. For example,
no matter how much money you have in 1900, you won’t be able to buy a CD player. If
you live in the United States, you will be able to buy a telephone, but there won’t be
many people you can call with it.

These examples suggest that technical progress is an important part of economic
development. In chapter 15, we emphasized the fact that industries change as a result of
entry of new firms and exit of existing ones. In this chapter, by contrast, the emphasis is
on the fact that industries change with the introduction of new products and production
processes, and on the fact that new products and production processes result primarily
from Research and Development (R&D) effort.

Table 16.1 lists the top spenders on R&D, also indicating the importance of R&D
expenditures as a percentage of total sales. At $7.97 billion, General Motors’s R&D budget
is at the level of a university of considerable size. Equally impressive, Pfizer’s investment
in R&D exceeds 15% of its revenues. It is also noticeable that the relative importance of
R&D expenditures varies considerably across firms and across industries.

From an economics point of view, the values in table 16.1 suggest a number of
interesting questions. Why are R&D expenditures so much higher in some industries
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Table 16.1 The World’s Biggest Spenders in Research and Development.
218

Billions Percent Billions Percent
Firm of Dollars (of sales) Firm of Dollars (of sales)

General Motors 7.97 4.9 NTT 2.46 3.7

Ford Motors 6.16 4.1 Volkswagen 2.38 3.9

Siemens 4.40 7.6 Intel 2.29 9.4

IBM 4.19 5.5 Hoechst 2.16 7.7

Hitachi 3.76 5.9 Bayer 2.14 7.2

Toyota 3.38 3.7 Sony 2.11 5.2

Matsushita 3.25 5.7 Northern Telecom 2.08 13.9

Daimler-Benz 3.06 4.6 Johnson & Johnson 2.08 9.5

Hewlett-Packard 2.99 7.2 Bell Canada Enterprises 1.98 8.8

Ericsson Telefon 2.98 14.5 Philips 1.95 5.3

Lucent Technologies 2.94 11.5 Roche 1.94 15.5

Motorola 2.67 9.2 Honda Motor 1.87 4.7

Fujitsu 2.64 7.8 Pfizer 1.87 15.8

NEC 2.61 7.0 Microsoft 1.87 16.9

Asea Brown Boveri 2.58 8.5 Boeing 1.87 4.2

EI du Pont de Nemours 2.53 5.8 Glaxo Wellcome 1.84 14.4

Toshiba 2.48 6.1 Alcatel Alsthom 1.78 6.8

Novartis 2.46 11.8 Robert Bosch 1.76 7.0

than in others? Does industry structure have a significant effect on the extent to which
firms engage in R&D? Are today’s R&D leaders likely to remain the leaders in the future?
More generally, what is the impact of R&D competition on market structure? These are
some of the question we will address in the first part of this chapter. In the last section, we
will address some public policy issues related to R&D: What can public policy do to favor
investment in R&D? Should agreements between firms pertaining to R&D be allowed?

16.1 MARKET STRUCTURE AND INCENTIVES

FOR R&D

In most of the previous chapters, we have looked at the causes and consequences of mar-
ket power. In particular, we have examined the consequences of market power in terms
of producer’s and consumer’s surplus. To put it simply, market power implies a loss of
allocative efficiency. In this sense, an optimal market structure is one that minimizes the
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extent of market power: perfect competition (or, absent perfect competition, government
regulation that decreases the extent of market power).

When technical progress is taken into consideration, the question is somewhat
different. Which market structure induces the greatest incentives for investment in R&D?
Or, to put it somewhat differently: Do firms invest more in fragmented industries where
each firm is of relatively small size and product market competition is very intense; or,
rather, in industries where a few firms command significant market power? In a classic
essay, Joseph Schumpeter argues that

As soon as we go into the details and inquire into the individual items in which progress
was most conspicuous, the trail leads not to the doors of those firms that work under
conditions of comparatively free competition but precisely to the doors of the large
concerns.

Later, he adds that

Perfect competition is not only impossible but inferior, and has no title to being set up
as a model of ideal efficiency.219

Had Schumpeter lived a few decades longer, he would have had the pleasure of confirm-
ing his view in examples like that of AT&T, a monopolist until the 1980s: The Bell Labs,
AT&T’s research branch, were responsible for some of the most important discoveries in
the twentieth century, including the transistor and the laser.

The argument can be made, however, that it is precisely in competitive industries
that each firm has greater incentives to engage in R&D. Consider a process innovation
that allows a firm to reduce marginal cost from c to c. For a monopolist, such innovation
is worth approximately qM (monopoly output) times (c − c), the cost savings implied by
the innovation. This is given by area A in figure 16.1. Consider, however, a competitive,

Figure 16.1 Gains from Cost Reduction under Monop-

oly and under Competition.
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price-setting, industry with many firms producing at marginal cost c. In the initial, pre-
innovation, situation, a firm earns a profit of zero. By reducing cost to c, the innovator
is able to set a price just below c and capture the entire market (no other firm would
be willing to match such a price, as it would imply pricing below marginal cost). The
innovator’s profit is therefore given by qC times c − c, the area A + B in figure 16.1.
Because the initial profit was nil, we conclude that A + B is the value of the cost-reducing
innovation, greater than that under monopoly.

In other words, one important difference between monopoly and competition is
that, in the former case, one must account for the “monopolist’s disincentive created
by his preinvention monopoly profits,” whereas under competition such pre-innovation
profits do not exist.220 This is known as the replacement effect. Generally, the replace-
ment effect would indicate that firms with more market power have a lower incentive to
innovate because they have more to lose than firms with little market power, who have
little or nothing to lose from innovation. For example, the U.S. Justice Department has
recently filed an antitrust lawsuit against the United States’ two largest credit card net-
works, Visa and MasterCard, accusing them of stifling competition (Visa and MasterCard
are jointly owned). Joel Klein, the head of the Justice Department’s antitrust division,
believes the lawsuit could eventually lower interest rates if, by stripping Visa and Mas-
terCard of market power, it creates a competitive incentive to develop new products and
services.221 Implicit in this reasoning is the idea that market power reduces the incentives
to innovate.

Are the two preceding views—the Schumpeter hypothesis and the replacement
effect—inconsistent with each other? Not necessarily. The view that large firms are the
main source of R&D and technological progress is primarily based on the observation
that large firms have more resources to invest than small firms. But why should that
be important, one might ask. After all, if the gains from innovation for a small firm are
very large, why doesn’t the firm borrow money to invest in R&D? The answer is that
capital markets are not perfect, especially when it comes to R&D investments. Suppose
that a small firm has a great idea but no money to finance it, and a venture capitalist (VC)
has money to finance ideas but no ideas. This might seem like a perfect match between
supply and demand. The problem is that, to convince the VC that the idea is good, the
firm needs to reveal it, risking to lose the idea without getting the funding. Nondisclosure
agreements (NDAs) are an attempt to solve this problem, but they seldom work with VCs.
By signing an NDA, a VC commits to not disclosing or using the information received
from the NDA holder. But many VCs are unwilling to sign such an agreement. They
claim they see too many similar ideas every week to have their tongues tied by any single
one.222 And so the problem persists. In fact, this problem is one of the reasons why a
large fraction of total R&D investments are self-financed, and it indirectly explains why
most R&D expenditures originate in large firms. Additional reasons why large firms may
be better positioned to perform R&D include economies of scale and economies of scope
in performing R&D;a also, large firms can more easily spread the risks from R&D.

a Regarding economies of scope,

one important aspect is that

technological advances in one area

frequently are used in a different

area. A large firm that covers both

areas is better positioned to exploit

the full benefits from its R&D.

By contrast, the idea that one should expect more R&D in more competitive in-
dustries results from the incentives for investing in R&D, not the capacity to do so. A
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firm with market power increases its profits by innovating. A firm with no market power
changes from a situation with no profits to one with positive profits. Even if the latter
are lower than monopoly profits, the increase is likely to be larger, and it is the increase
that matters from the perspective of incentives.

Notice, moreover, that the model illustrated in figure 16.1 is not entirely consistent
with the assumptions of the perfect competition model. We have assumed that innova-
tion lowers cost, allowing the innovator to undercut its rivals and capture the entire
market. That is, effectively, the innovator is a monopolist ex-post, a monopolist pro-
tected by the legal or practical inability of its rivals to imitate it. If there were perfect
competition, then, following innovation, every other firm would imitate the innovator,
and perfect competition would drive profits down to zero, leaving little compensation
for the innovator’s effort.

In this sense, the preceding analysis is not entirely dissimilar from the second part
of the Schumpeter hypothesis (see the earlier quotation). From a Schumpeterian point
of view, the optimal market structure is not likely to be perfect competition, but rather a
form of dynamic competition that involves some degree of monopoly power. Or, to put
it the other way around, a form of monopoly that involves some degree of competition—
not competition from currently existing firms, but rather potential competition from new
products or production processes that may displace the current monopolist’s product or
production process. This is, in Schumpeter’s words, the process of creative destruction.

In other words, following Schumpeter, many economists and policymakers sub-
scribe to the view that perfect competition implies efficient resource allocation in a
static sense, but that optimality breaks down when one takes dynamic efficiency into
consideration. This is not to say that monopoly is the market structure that leads to the
highest level of dynamic efficiency. Rather, it implies that the optimal system is one of
dynamic competition where, in the short run, there always will be some degree of market
power—temporary market power, however.

16.2 THE DYNAMICS OF R&D COMPETITION

Consider an industry with market “leaders” (large firms) and “followers” (small firms).
Which of these have the greater propensity to invest in R&D? Does R&D contribute to the
leveling of the field (smaller firms catching up with larger ones), or, on the contrary, is it a
force toward increasing dominance, whereby the leaders tend to solidify their positions?

The Efficiency Effect and the Persistence of Monopoly

To address the previous questions, consider a simple model with two firms: an incumbent
(“monopolist”) and a potential competitor (“rival”). Suppose, moreover, that there is a
third player, an R&D lab, which has just discovered and patented an innovation. The
R&D lab is unable to market its innovation directly, so it wants to sell the patent to the
firm that is willing to pay the most. Which firm, monopoly or rival, is willing to pay the
most for the innovation? Although neither firm is directly engaged in R&D, answering
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this question provides an indication as to which firm has the greater incentive to invest
in R&D.

The monopolist is receiving monopoly profits πM . If it acquires the patent, it will
remain as a monopolist and receive the same monopoly profits, πM (gross of the payment
to the R&D lab), whereas the rival firm gets zero. If the rival firm obtains the rights to the
patent, then it will be able to enter the market and compete with the monopolist, in
which case each firm receives profits πD.

In this context, the monopolist is willing to pay up to πM − πD for the patent—
the difference between profits in case it acquires the patent and profits in case it doesn’t.
The rival firm, in turn, is willing to bid up to πD − 0 = πD, again the difference between
profits if it acquires the patent and profits if it doesn’t. The condition that the monopolist
is willing to pay more than the rival is therefore that πM − πD > πD, or simply πM > 2πD.
In other words, the monopolist is willing to pay more than the rival firm if and only if
monopoly profits are greater than two times duopoly profits. But two times duopoly
profits is simply industry profits under duopoly, so the condition requires that industry
profits are greater under monopoly than under duopoly.

Unless the rival were to bring a substantially differentiated product to the market,
we would expect the preceding condition to hold. In fact, if the products offered by the
two firms are identical and marginal cost is constant, then profits under duopoly are
surely lower than profits under monopoly. This implies that the monopolist’s incentives
to invest in R&D are greater than the rival’s. The intuition for this important result is that
the monopolist has more to lose from not winning the bid for the patent (the difference
between monopoly profits and duopoly profits) than the rival has to gain from winning
it (duopoly profits). As a result, the monopolist’s dominance over the industry will tend
to persist over time. In other words, industry structure will move in the direction that
total industry profits are higher (monopoly), a feature known as the efficiency effect.

Behavior in the plain-paper copier (PPC) market in the early 1970s illustrates
the pattern predicted by the preceding model. In this market, Xerox was the leader
(“monopolist”) in the late 1960s: it had invented the plain-paper photocopier and was
holding a monopoly position in that segment. Another firm, namely IBM, started to invest
in R&D with a view toward discovering an alternative, or better, technology than Xerox’s.
But it was precisely Xerox who invested the most in R&D. See box 16.1 for details.

Another example is given by the insulin industry. Advances in biology during
the 1970s, in particular the development of the technique of “gene-splicing,” opened
the possibility of producing medically useful substances. One obvious candidate was
insulin, a protein that is used in the treatment and control of diabetes. The U.S. insulin
market was then dominated by Eli Lilly & Co. If a new firm were to enter the market
with synthetic human insulin, it would be competing against Eli Lilly. As it turned out,
it was precisely Eli Lilly that made the greatest effort to secure dominance over the new
production process. In May 1976, the pharmaceutical giant convened a conference with
experts in recombinant DNA technology to study the possibility of developing the new
technique. From then on, Eli Lilly maintained contacts with the various labs working on
the project. On August 24, 1978, Genentech finally completed all of the steps required for
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Box 16.1 Xerox’s Plain Paper Copier
223

One of the great inventions of the 1960s was Rank Xerox’s technology of elec-
trostatic copying (“xerography”). This technology allowed for copying onto plain
paper at a substantially lower cost than photography-based methods. It was also
much better in terms of quality than the older technology of “coated paper” copy-
ing.

With a view toward protecting its near-monopoly, Xerox patented not only
the process of xerography but also every imaginable feature of its copier technol-
ogy. As claimed in the suit later filed against it by the SCM Corporation, Xerox
maintained a “patent thicket” wherein some innovations were neither used nor li-
censed to others. It would appear that the only purpose of these “sleeping patents”
was to prevent competitors from inventing a technology similar to Xerox’s.

The result was that, when IBM and Litton entered the market in 1972, Xerox
sued them under literally hundreds of patents. More than 25% of IBM’s budget
at the time was devoted to patent counsel, not R&D. As a result of mounting
complaints against Xerox’s exclusionary strategy, the Federal Trade Commission
eventually ordered Xerox to license its patents to all entrants at nominal cost.
Within a few years, prices of plain-paper copiers were cut in half. Xerox’s market
share dropped from 100% in 1972 to less than 50% in 1977.

the synthesis of human insulin (ahead of three other rival labs). One day after Genentech’s
last experiment, Eli Lilly signed an agreement with the recently formed biotech firm.224

Still another example is given by the pharmaceutical industry. In April 1998, Pfizer
Inc. launched Viagra, one of the biggest-selling drugs in the world. Viagra’s success has
attracted the attention of several competitors, some of which have started developing
their own version of the drug. More importantly, Pfizer is itself developing an improved
version of Viagra, in the hope that this will maintain the firm’s dominant position, one
step ahead of potential competitors.225

The Replacement Effect and Creative Destruction

Consider the following variation on the previous model: With probability ρ, the rival
does not bid for the patent at all; however, at the time when bids are submitted, the
monopolist does not know whether the rival is submitting a bid or not. This is not an
unrealistic assumption: In fact, it is generally difficult to identify potential competitors
and to assert how credible their intentions are.

Suppose moreover that, if neither the monopolist nor the rival submits a bid, then
the new patent remains unused and the monopolist continues as initially. What is the
monopolist’s willingness to pay now? If the monopolist bids and acquires the patent, then
it will continue to receive monopoly profits πM . If it does not bid, with probability 1 − ρ
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the rival bids and the now ex-monopolist receives profits πD; with probability ρ, however,
the rival does not bid and the monopolist receives profits πM (as initially). This implies

that the monopolist is willing to bid up to πM −
(
(1 − ρ)πD + ρπM

)
= (1 − ρ)(πM − πD).

The rival, in turn, is still willing to bid up to πD. We conclude that, if there is significant
uncertainty about the presence of a rival (high ρ), then the monopolist is willing to pay
less for the innovation than the rival.b

b Specifically, the condition

is that ρ be greater than

(πM − 2πD)/(πM − πD).

The intuition for this result can be found in the replacement effect, to which we
alluded in the previous section. With probability ρ, the rival is not a binding constraint
to the monopolist. This implies that acquiring the patent brings the monopolist few
benefits—in fact, no benefits at all. The monopolist is replacing initial monopoly profits
πM with monopoly profits πM from the new product. In other words, the monopolist is
cannibalizing its own monopoly profits.

Box 16.2 presents an example of this—videogame machines in the late 1980s. In
this example, Nintendo was the monopolist, Sega the rival firm. Although there was not
a patent bidding process as considered earlier, the outcome of the game played between
Nintendo and Sega was that the latter was the first to introduce a new, improved machine.
Although Nintendo had the possibility of following the same route, the firm decided
against it, based on the idea that introducing the better machine would have the effect
of eating into the market share of its old machine.

So far, we have considered the case of a gradual innovation, that is, an innovation
that does not displace the existing product. In other words, we have assumed that even
if the rival enters the market with the new product, the monopolist is still able to make
positive profits.c Consider now the case of a drastic innovation, that is, an innovation

c For simplicity, we have assumed

that, upon entry, the rival makes the

same profits as the monopolist, but

we could easily have considered

the case when the rival’s profits are

greater than the monopolist’s; the

same intuitions would still apply.

that renders the existing product obsolete. In this case, if the rival acquires the patent
and enters the industry, the monopolist’s profits are zero, whereas the rival itself makes
monopoly profits.

Let us redo the above calculations but assuming now a drastic innovation. If
the monopolist bids and acquires the patent, its profits will be πM . If the monopolist
does not bid, then with probability 1 − ρ the rival bids and the monopolist receives
zero profits; with probability ρ, however, the rival does not bid and the monopolist
receives profits πM (as initially). This implies that the monopolist is willing to bid up to

πM −
(
(1 − ρ)0 + ρπM

)
= (1 − ρ)πM . The rival, in turn, is now willing to bid up to πM ,

which is greater than (1 − ρ)πM . We conclude that the monopolist is willing to pay less
for a drastic innovation than the rival is.

We can summarize the preceding results as follows:

Incumbent firms have a greater incentive than entrants to perform R&D toward a
gradual innovation. If, however, there is uncertainty regarding the threat of entry or
if the innovation is sufficiently drastic, then outsiders may have a greater incentive
to perform R&D than incumbents.



Research and Development 299

Box 16.2 Sega versus Nintendo
226

Video games are a big business. Nintendo, one of the success stories of the 1980s,
finished the decade with a market value exceeding Sony’s and Nissan’s. Nintendo’s
main product was then an 8-bit machine and a series of games featuring the popular
Mario. Sega, although an older firm, was by then a distant second in terms of market
share.

Since the late 1980s, Nintendo had been developing a faster, 16-bit machine.
Nintendo, however, was not in a hurry to launch the new product: “The Nintendo
philosophy is that we haven’t maxed out the 8-bit system yet.” In fact, by the late
1980s, Nintendo’s 8-bit machine was at the peak of its sales. Launching the 16-bit
machine might significantly cannibalize the market for the slower system.

Sega did not have to worry about such trade-offs. In October 1988, it intro-
duced its 16-bit Mega Drive home video-game system. The advantage of having
a more powerful machine is that it allows for better image and sound, as well as
the possibility of displaying multilayered images. A better system coupled with
aggressive marketing led Sega to significantly increase its market share during the
early 1990s.

Eventually—in September 1991, that is, three years later—Nintendo intro-
duced its own 16-bit machine. A fierce price war ensued, with Nintendo and Sega
sharing the market in approximately equal shares. In the transition from the 8-bit
system to the 16-bit system, Nintendo lost its position of near-monopoly, having to
share the market with Sega. However, it is not clear whether Nintendo could have
done better than it did. Although an early launch of the 16-bit system might have
protected its market share, it might not have increased the firm’s total profits if we
include those from sales of 8-bit machines.

Risk Choice

Very often, choosing an R&D strategy is choosing not just how much to invest but also
how to invest. Specifically, firms must consider the strategic choice of risk of their R&D
strategies. The trade-offs involved in the choice of risk are typically the following: A low-
risk strategy is one that implies a low-value innovation with a high probability, whereas
a high-risk strategy is one that implies a high-value innovation with a low probability.

The conventional wisdom from sports competition states that a team that is behind
in a race should adopt a riskier strategy, the idea being that such team has “little to
lose.” Consider, for example, the Superbowl or the World Cup. To lose by one point or
to lose by several points makes little difference. This is the sense in which a trailing
team has little to lose. By contrast, the trailing team has a lot to gain from reversing
the relative positions of the two teams. It should, therefore, adopt a high-risk strategy,
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Table 16.2 The Evolution of Antidepressants.
227

Class Date Introduced Brand Names

MAO inhibitors 1950s Nardil, Parnate

Tricyclics 1950s Elavil, Tofranil, Pamelor

Selective serotonin reuptake inhibitors 1987 Prozac, Zoloft, Paxil

Substance P receptor blocker Under development No products named yet

like passing on a fourth-down (American football) or sending the goalie to score on a
corner kick (soccer). The leading team, in turn, faces the exactly opposite incentives: It
has little to gain from moving further ahead in the score (winning by one point is not
very different from winning by several points), but it stands to lose a lot if the score is
reversed. Accordingly, the leading team has a great incentive to play a safe strategy, one
that is unlikely to increase its lead but that will maintain the lead with a high probability.

A similar intuition applies in the context of R&D competition. Consider an industry
where, by means of R&D investment, firms attempt to move up a product-quality ladder
(e.g., microprocessor speed) or down a cost ladder (e.g., steel production cost). In this
context, a safe strategy is one that implies a small step up the ladder with a high probabil-
ity, whereas a risky strategy is one that leads to a large jump with a low probability. Take
the example of the market for antidepressants, the evolution of which is briefly summa-
rized in table 16.2. As of the early 1990s, a pharmaceutical firm could select between
two alternative strategies:

1. Invest in the development (or improvement) of an antidepressant based on the
selective serotonin reuptake inhibitor approach. This would be a relatively safe
strategy. The technology is relatively well known and the probability of success is
accordingly high. However, the extent of success is probably limited as the new
drug would imply at best a modest improvement over the existing ones.

2. Invest in the development of an antidepressant based on the substance P receptor
blocker approach. This would be a relatively risky strategy. Because no drugs have
been developed according to this approach, there is a significant probability that
problems will arise that will turn the project into a flop. However, conditional
on success, the payoff will likely be high because major improvements over the
current drugs are a distinct possibility.

Based on the intuition from sports competition, one would expect market leaders
to invest primarily in improvements to their current products (safe strategy), whereas
market laggards (and outsiders) would primarily invest in the new class of products.
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Generally, one would expect market leaders to be primarily responsible for small, incre-
mental innovations; small firms and outsiders would tend to be primarily responsible
for large, radical innovations.

Learning-by-Doing and Market Dominance

Many industries are characterized by a steep learning curve, that is, a significant neg-
ative relation between production cost and cumulative output (or some other measure
of past production experience). The learning curve can be understood as an instance
of complementarity between R&D and production, that is, a form of R&D that involves
production. Typical industries in which the learning curve is important include ship-
building, aircraft manufacturing, and manufacturing of semiconductors. For example,
it has been estimated that the production cost of a semiconductor drops by about 20%
following each doubling of cumulative production. Learning effects may be related to a
particular product or to a class of products, such as the Boeing 7xx line of aircraft.

The learning curve provides an additional source of persistent dominance, or even
increasing dominance, by the market leader: By selling more, the leader lowers its cost
faster, which in turn makes it more competitive, which in turn makes it sell more, and
so on.228 Boeing’s dominance of the wide-body market (with the B747) is attributed,
to a great extent, to its ability to move down the learning curve faster than its rivals
(McDonnell Douglas DC10 and Lockheed 1011) and to take advantage of the “snowball”
effect that this implied.

The computer memory industry provides another interesting example. Erasable
Programmable Read Only Memories (EPROMs) and Dynamic Random Access Memories
(DRAMs) are two types of memory. One important difference between EPROMs and
DRAMs is that production economies of scale play an important role in the latter, whereas
the learning curve is particularly important for EPROMs.229 Table 16.3 presents data on
the leading suppliers of a series of generations of computer memory chips. The first part
pertains to EPROMs, the second to DRAMs. The data seem roughly consistent with the
idea that the learning curve contributes to a greater persistence in market dominance: The
top positions in the EPROM market seem much more stable than in the DRAM market.

Organizational versus Strategic Considerations
230

The photolithographic alignment industry produces machines that are used by semicon-
ductor manufacturers in the production of DRAMs and other solid-state devices. Over
the past forty years, the industry has been subject to a fast rate of technical progress.
However, innovation has consistently been of an incremental nature in the sense that—
as considered earlier—noninnovating incumbents have managed to maintain a positive
market share. The innovators have been in some cases incumbent firms, in other cases
new entrants.

A closer look at the industry reveals some interesting patterns. Although all of the
innovations have been gradual from a market perspective (i.e., noninnovating incum-
bents remain active), the same is not true from an organizational point of view. Each
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Table 16.3 Market Leaders in Various Generations of EPROMs and DRAMs.
231

EPROMs

8K 32K 512K

Intel 22 Intel 18 Intel 42

Texas Inst. 17 Texas Inst. 17 AMD 26

National 16 AMD 11 Texas Inst. 16

AMD 13 NEC 10

DRAMs

4K 1M 4M

Intel 46 Toshiba 22 Samsung 13

Texas Inst. 25 Samsung 14 NEC 12

Mostek 14 NEC 10 Hitachi 11

Mitsubishi 10 Toshiba 11

firm’s R&D “production function” consists of a series of capabilities that are best suited
for the type of research the firm has conducted in the past. In this organizational sense,
some of the innovations in the industry were radical; that is, some of the innovations,
if introduced by an incumbent, would imply a significant change in that firm’s R&D
process and would render previous R&D capabilities obsolete. It turns out that all of the
radical innovations (in this organizational sense) were introduced by entrants, whereas
incumbents mostly introduced gradual innovations (both in the market sense and in the
organizational sense). Incumbents did try to invest in more radical innovations, but they
were much less productive than entrants in doing so.

This example suggests a number of observations. First, it confirms the prediction
that incumbents tend to invest relatively more in gradual innovations, while entrants are
the main source of drastic innovations. Second, it shows that there may be a difference
between the amount each firm invests in R&D and the actual rate of innovation; in
other words, firms may differ in their R&D productivity. Third, and more importantly,
the example suggests that strategic considerations may not be the only driver of R&D
and industry structure. In fact, a detailed analysis of the photolithographic alignment
industry suggests that organizational inertia may be as important or more important
than strategic considerations in determining the patterns of R&D investment.
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16.3 PUBLIC POLICY

As hinted at the beginning of the chapter, economic growth and welfare result to a
great extent from technical progress. Not surprisingly, governments are eager to foster
the rate at which firms invest in R&D. The most direct way of doing so—though not
necessarily the most efficient—is to subsidize R&D by firms (and by other institutions,
such as universities and research laboratories). In this section, we consider two areas
of public policy that indirectly affect the extent to which firms engage in R&D: patent
protection and policy toward interfirm agreements pertaining to R&D.

Patents

The primary purpose of the patent system is to reward innovators. However, because
patents grant their holders monopoly rights, patents imply an efficiency cost, the al-
locative inefficiency from monopoly pricing. This is the first basic trade-off faced by the
policymaker: Granting more valuable patents increases the incentives for R&D, which in
the long run results in a higher rate of technical progress. But it also increases market
power, resulting in a lower degree of economic efficiency.232

There are several dimensions, in addition to length, along which patents can be
made weaker or stronger. Sections 102 and 103 of the U.S. Patent Code, for example,
impose the requirements of “novelty” and “nonobviousness” for a patent application to
be accepted. To give a simple example, it would be difficult to obtain a patent on the
process of combining tea and ice cubes to produce a refreshing drink (iced tea). In fact,
it would be difficult to argue that (1) iced tea is a novel product (after all, it is just tea
served at a lower temperature) and (2) the production process is not obvious (combining
ice with an existing drink is a fairly obvious idea).

Aside from extreme examples, there is inevitably room for discretion in determin-
ing the extent of the novelty and nonobviousness requirements. Ultimately, it is up to
the courts to determine the strength of the protection provided by the system of intellec-
tual property rights. To give an example of actual patent litigation that took place in the
1980s: Does a protein produced with recombinant DNA infringe a patent on the same
protein produced synthetically?

A related issue is that of patent breadth. In fact, the example just given can be
thought of as one of patent breadth: Did the original patent on the protein cover only
the protein when produced synthetically (narrow breadth), or did it extend to other
production processes as well (wide breadth)? Another example of the issues involved
with patent breadth is given by tennis rackets. For a long time, tennis rackets were
designed with the standard size of 70 square inches. Then came Howard Head of Prince
Manufacturing, inventor of the oversized racket. In the United States, Prince was granted
patent protection for rackets ranging from 85 to 130 square inches. The same breadth of
patent protection did not apply, however, in other countries, such as England, Germany,
or Japan. The different treatment received in the United States is consistent with the
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American “doctrine of equivalents,” whereby a product serving the same purpose as a
patented one may infringe the latter’s patent.233

The concepts of novelty requirement and breadth of protection are also of great
importance in the context of copyright protection. Copyrights are not the same as patents.
The latter apply to products, processes, substances, and designs. Copyrights, in turn,
apply to artistic works and works of authorship when these are fixed in a tangible
medium, such as a book or a CD ROM. Despite this difference, the same principles
of public policy that apply to patents apply to copyrights as well. In particular, an
interesting issue regarding the copyright of software is the breadth of the copyright,
or, alternatively, the novelty requirement imposed on subsequent works of software.
Did the Windows operating system infringe on Apple’s MacIntosh OS copyright? Did
the Nintendo’s computer game system infringe on Atari’s copyright? Generally, does
the software copyright protect the code itself or the “look and feel” of the software’s
operation? Previous court decisions on these and related cases have been mixed, but tend
to recognize copyright protection for the “look and feel” of the software. It remains an
issue, however, how similar the “look and feel” must be before infringement is declared.

To summarize, both patent protection and copyright protection come in degrees.
Changing the breadth or the novelty requirement—generally, changing the strength of
protection—makes patents and copyrights more or less valuable. What then is the optimal
policy? As seen earlier, when it comes to the optimal duration of a patent, the trade-
off is simple: A longer patent is more valuable and thus provides a greater incentive
for innovation; however a longer patent also implies longer-lasting monopoly power,
which in turn lowers the market’s allocative efficiency. A similar trade-off applies with
respect to the strength of patent protection: The stronger the patent is, the greater the
incentive for innovation; however, a stronger patent also implies less competition in
the postinnovation market, that is, a lower likelihood that additional competitors will
appear.

However, having two instruments to play with (length and strength of protection),
we are now faced with a new trade-off: Given a certain desired level of patent protection,
should that value be achieved by means of stronger patents, or rather by means of longer
ones? One first answer to this question is suggested by figure 16.2.234 A strong patent
would give its owner monopoly profits for the duration of the patent: This is given in
figure 16.2 by the area qM (pM − c), where qM and pM are monopoly output and price,
respectively, and c is marginal cost (which, for simplicity, we assume to be constant).
Suppose, however, that we make patents slightly weaker, so that the patent holder is
subject to some competition and is unable to charge more than pL, where pL < pM . One
way of implementing such a weaker patent would be to force the patent holder to license
the patent for the value pL − c, a value that is lower than the monopoly margin. Assuming
that competition takes place as in the Bertrand model, licensing for a fee pL − c would
effectively drive prices down to pL.

Under this weak patent system, the monopolist is actually indifferent between sell-
ing directly to the consumer or receiving license fees from rival competitors. Specifically,
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Figure 16.2 Patent Strength and Patent Value.

with respect to the strong patent case, the patent holder loses profits corresponding to
area A and gains profits corresponding to area C . If the weak patent is just a little weaker
than the strong patent—that is, if the license fee is just a little lower than pM minus c—
then areas A and C are approximately equal. In other words, the patent holder suffers
very little from a slight weakening of the patent.d

d This is a consequence of the fact

that profits are a concave function

of price, and pM , the monopoly

price, is the value that maximizes

profits. In the neighborhood of the

optimal solution, the derivative

of profit with respect to price is

approximately equal to zero: A

slightly lower (or higher) price

leads to an approximately equal

profit.

From the point of view of allocative efficiency, however, even a slight weakening
of the patent system has a significant effect. In fact, with respect to the strong patent
system, the weak patent system increases total welfare by an amount equal to areas B
plus C .

Thus, in terms of postinnovation value, society has much more to gain from a
weakening of the patent system than the monopolist has to lose. This contrasts with
changing the duration of the patent: In terms of postinnovation value, what a monopolist
has to gain from a longer patent is proportional to what society has to lose. Double the
patent life and you double both the patent value and total allocative inefficiency. Putting
these facts together suggests that an optimal patent system should make patents very
long but very weak. This would seem to be the best compromise between making patents
valuable and minimizing the allocative inefficiency that they induce.

This is not the end of the story, however. One of the purposes of patents, in addition
to giving incentives for innovation, is to publicize the relevant information regarding
the product or process in question. In fact, it is a requirement for a patent that it should
contain “a written description . . . in such full, clear, concise and exact terms as to enable
any person skilled in the art . . . to make and use the same” (U.S. Patent Code, Section
112). Among other things, this allows the information possessed by one party to be
available to everyone else, thus accelerating the aggregate rate of innovation.

The disclosure requirement may, however, create the wrong incentives for R&D
investors. Suppose that a laboratory has made a basic innovation, one that can be used
as a basis for several other derived innovations. For example, a technique for locating
and purifying human genes (basic innovation) may be used in the development of a
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series of medical drugs (derived innovations). If patent protection is very weak—in the
sense described previously—then the inventor will have little incentive to patent. In
fact, by keeping its invention secret, it will have a better chance at winning the race to
develop the derived innovations that flow from the basic one. But, from a social point of
view, such delay in making information public may be costly. In fact, it implies that
only one firm—as opposed to several firms—will be engaged in research directed at
derived innovations.235 An optimal patent system should trade off this effect against
the allocative efficiency effect considered in the preceding discussion.

To summarize:

An optimal patent system balances the benefits from greater incentives for R&D
against the costs of increased market power implied by patent rights.

R&D Agreements

Government authorities are normally defensive when it comes to agreements between
firms. As we have seen in chapter 8, firms have much to benefit from softening prod-
uct market competition, consumers being the main losers in the process. What about
agreements with respect to R&D?

The answer to this question depends, to a great extent, on the degree of spillovers
across firms. No man is an island; likewise, no firm performs R&D in isolation. Some
of the R&D results obtained by firms become public knowledge, thus benefiting other
firms as well. Some other results are leaked out because workers leave the firm to join
rival firms, or simply because researchers share their latest achievements at scientific
conferences, with little or no concern for the commercial implications of their actions.
Whichever the reason, it is generally agreed that $1 of R&D expenditure by firm i benefits
firm j to the same extent as if firm j had spent γ dollars on R&D, where γ is a number
between zero and one.

Let us consider the extreme situation when γ is close to one, that is, very high
spillovers. In this case, R&D expenditures are like a public good among all firms in the
industry. It is a well-known result that the private provision of public goods leads to
underinvestment. In other words, society would be better off if firms were to invest more
in public goods. When a firm invests, it does not take into account that its expenditure
benefits not only the investor but also a number of other firms. In this context, R&D
agreements between firms may serve to alleviate the free-rider problem associated with
public goods.

An additional reason why efficient R&D investment levels may require coopera-
tion between firms is the sheer size and risk of some R&D projects, such as developing
a new aircraft, designing a new microchip, or initiating a new line of pharmaceutical
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research. In these cases, allowing for interfirm cooperation—or even the merger be-
tween competing firms—may be necessary for the research project to be undertaken
at all.

Consider, however, the extreme case when γ is close to zero, that is, spillovers
are very low. Suppose moreover that (1) R&D competition takes the form of a race
with a fixed prize; (2) the social value of innovation is much higher than the private
value;e and (3) when firm i’s expenditure increases, the probability that firm i is the

e For example, it may be the case

that regulation prevents firms from

setting very high prices, whereby

the ratio between consumer and

producer surplus is very high.

first to innovate increases, the probability that innovation occurs at all increases, and
the probability that firm j is the first to innovate decreases. In this case, the externality
between firms is the other way around: When firm i increases its R&D expenditures, it
does not take into account the fact that firm j decreases the probability of winning the
race. In other words, part of the gain from increased R&D expenditures is a loss for a rival
firm. Consequently, if firms i and j were to choose their R&D budgets jointly—the essence
of an R&D agreement—they would end up choosing lower levels. And this would be bad
from a social point of view: Given the difference between private and social value from
innovation (the second assumption earlier), society would be better off if firms were to
increase R&D expenditures, not reduce them.

Interfirm R&D agreements may have the virtue of alleviating the free-rider problem.
However, they may also lead to an undesirable reduction in total R&D expenditures.

The latter possibility notwithstanding, public policy toward R&D agreements tends
to be far more tolerant than that regarding other interfirm agreements. In the European
Union, Paragraph 1 or Article 85 of the Treaty of Rome prohibits interfirm agreements
that distort competition. However, a block exemption was issued in 1984 for agreements
pertaining to R&D (Regulation No. 418/85). In justifying such exemption, the European
Commission argued that

In many cases, the synergy arising out of cooperation is necessary because it enables the
partners to share the financial risks involved, and in particular, to bring together a wider
range of intellectual and mental resources and experience, thus promoting the transfer
of technology.236

In the United States, the relevant legislation is the National Cooperative Research
Act of 1984. This Act mandates that research agreements, if challenged under the U.S.
antitrust laws, be judged under a rule of reason. Specifically, one should investigate
whether the alleged restraint of trade was necessary for achieving the ends of the research
agreement. This falls short of the E.U. block exemption, which essentially provides a
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“safe harbor” for R&D agreements. Although an exemption was proposed in the United
States, it was felt that

The principal difficulty with this proposal lay in its elimination of any threat of private
enforcement to ensure that market power is not unreasonably exercised.237

This contrast between Europe and the United States is in fact typical, with the U.S.
legislator preferring to err on the side of promoting competition, the European Union on
the side of promoting cooperation.

Summary

. Incumbent firms have a greater incentive than entrants to perform R&D toward a
gradual innovation. If, however, there is uncertainty regarding the threat of entry,
or if the innovation is sufficiently drastic, then outsiders may have a greater incentive
to perform R&D than incumbents.

. An optimal patent system balances the benefits from greater incentives for R&D against
the costs of increased market power implied by patent rights.

. Interfirm R&D agreements may have the virtue of alleviating the free-rider problem.
However, they may also lead to an undesirable reduction in total R&D expendi-
tures.

Key Concepts

. creative destruction

. replacement effect and efficiency effect

. gradual and drastic innovations

. organizational inertia

. spillovers and free-riding

. patent and copyright protection
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Review and Practice Exercises

16.1 “Perfect competition is not only impossible but inferior, and has no title to being
set up as a model of ideal efficiency.” Do you agree? Why or why not?

16.2 “R&D competition implies a dynamic system whereby industries tend to become
more and more concentrated.” Do you agree? Why or why not?

16.3 Two firms are engaged in Bertrand competition. There are 10,000 people in the
population, each of whom is willing to pay at most 10 for at most one unit of the good.
Currently, both firms have a constant marginal cost of 5.

a. What is the equilibrium in this market? What are the firms’ profits?

b. Suppose that one firm can adopt a new technology that lowers its marginal cost to 3.
What is the equilibrium now? How much would this firm be willing to pay for this
new technology?

c. Suppose the new technology mentioned in (b) is available to both firms. The cost to a
firm of purchasing this technology is 10,000. The game is now played in two stages.
First, the firms simultaneously decide whether to adopt the new technology or not.
Then, in the second stage, the firms set prices simultaneously. Assume that each firm
knows whether or not its rival acquired the new technology when choosing its prices.
What is (are) the Nash equilibrium (equilibria) of this game? (What does your answer
suggest about why firms engage in patent races?)238

16.4∗ In 1984, the U.S. Congress passed legislation that allowed generic drug makers
to receive fast marketing approval from the Food and Drug Administration (FDA). Since
then, the market share of generic drug companies has increased considerably (in volume).
Branded drug companies have attempted different tactics to protect their market share.
In some cases, large pharmaceutical firms have paid generic firms to keep off the market.
Ivax Corp. and Novartis AG, for example, have agreed not to market a generic competitor
to Abbott Laboratories’ hypertension drug Hytrin. In exchange, Abott pays quarterly fees
totaling several million dollars.239

Compare this example to the discussion on the persistence of monopoly power.

16.5 Patent life is 17 years in the United States and 20 years in Europe. From the
perspective of social welfare, do you find this period too short or too long? Explain

16.6 Should firms be allowed to enter into agreements regarding R&D?
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Networks and Standards

For a consumer in the 1990s, life without telephones may be difficult to imagine. But
let us mentally go back to the 1880s and ask ourselves the question: How much would
having a telephone be worth? The likely answer is “not very much,” as the number of
other telephone owners was then rather small. To take a more recent example, consider
electronic mail. Ten or fifteen years ago, outside of the military and academic worlds,
there were few benefits to having an e-mail address because the number of people with
whom one could exchange messages was minimal.

Both of these are examples of network externalities, the situation whereby the
benefit a consumer derives from owning a product increases when the number of other
consumers increases. This is true for both telephones and e-mail. In fact, these two
means of communication have one additional aspect in common: Both are examples of
direct network externalities, those that arise when the different buyers form a network
of users who communicate with each other. However, direct network externalities are
by no means the only relevant instance when consumers care about the number of other
consumers. The benefit from buying a Windows-based computer, for example, is greater
the greater the number of other buyers of the same operating system: Even if a computer
user does not directly communicate with others, the fact that there are many of them
implies that a great variety of software will be written for the popular operating system.

In this chapter, we look at a number of issues of competition with network exter-
nalities. In section 17.1, we introduce the simple economics of demand with network
effects, including the concepts of consumer expectations and critical mass. In section
17.2, we present a simple model of the competition between two different, incompatible
versions of a new technology (for example, two versions of Digital Versatile Disks). In
section 17.3, we consider the case when a new version competes against an old version
of the same technology (e.g., 3.5-in floppies vs 5 1

4 -in floppies). Strategic compatibility
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decisions are addressed in section 17.4. Finally, section 17.5 considers some issues of
public policy in the context of networks and standards.

17.1 CONSUMER EXPECTATIONS

AND CRITICAL MASS

The demand for products subject to network externalities has some peculiarities that
are not present in “normal” demand curves. The utility each consumer derives from
the product depends on how many other consumers there are who purchase the same
product—the size of the network of users. Or, to be more precise, demand depends on
what each consumer expects the size of the network will be. The previous sentence
points to an important element in the determination of demand under network effects:
consumer expectations.

To illustrate this point, suppose there are one million consumers for a new tech-
nology subject to network effects. Each consumer’s valuation for the product is given by
n, where n is the number of other adopters (if the number of adopters is large, then this
is approximately network size). In other words, the greater the value of n, the greater
the valuation each potential buyer has for the product. Specifically, each consumer is
willing to pay up to ne for the product, where ne is the expected size of the network.

Suppose that each consumer expects no other consumer will join the network, that
is, ne = 0. Then no consumer is willing to pay a positive value to join the network, for
the net benefit would be negative. It follows that, for any positive price, it is a Nash
equilibrium for no consumer to join the network of technology adopters. We may refer
to this as a fulfilled-expectations equilibrium, to emphasize the fact that the equilibrium
value of n is equal to the expected value ne.

Suppose now that every consumer expects every other consumer to join the net-
work. This implies that each consumer is willing to pay up to 999,999 for the new
technology. Suppose that the price is less than 999,999. Then we have a second Nash
equilibrium, namely for every adopter to join the network of technology adopters. To
summarize, for prices greater than zero and lower than 999,999, there exist two Nash
equilibria, one where every consumer buys the new technology and one where no con-
sumer buys the new technology. In other words:

Network effects may imply multiple demand levels for a given price. Which value
takes place depends on consumers’ expectations regarding network size.

What can we say about this “chicken-and-egg” problem? For example, if the price
is 900,000, which equilibrium would we expect to prevail—zero adopters or one million
adopters? What if price is 900? Strictly speaking, both equilibria are possible in both
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cases. However, intuitively, the low-adoption equilibrium seems more likely in the case
when price is high; the high-adoption equilibrium seems more likely in the low-price
case. Suppose that price is 900,000. In this case, consumers would go ahead and purchase
the technology only if they were sure at least 900,000 other consumers (out of a million)
would do the same. If, however, price is 900, then it suffices for each consumer to believe
900 other consumers (out of a million) would do the same.

In practice, games of technology adoption are played over time, not in a single
period. Suppose that price is 900. Even if most consumers are pessimistic about the
chances of converging to the high-adoption equilibrium, it is likely that 900 out of
one million (less than .1%) will indeed purchase the technology. Once this happens,
it becomes a dominant strategy for the other consumers to purchase as well (because
900 consumers have already bought, the future network size is at least 900). We would
thus expect the market to rapidly converge toward the high-adoption equilibrium. In
other words, convergence to the high equilibrium depends on passing a given threshold
(900 adopters in the case when price is 900). Once that threshold is crossed, demand
will continue increasing in a self-reinforcing process that ends in the large-network
equilibrium. This threshold level is usually referred to as the critical mass of buyers
that leads to the buildup of the network. Finally, from the preceding analysis, we also
conclude that the lower the price, the greater the likelihood that the threshold is crossed,
that is, the critical mass is achieved.

These observations have a number of implications. In a competitive market, where
price depends primarily on cost considerations, and technical progress drives costs down
over time, we would expect the initial equilibrium to be a high price and a very small
or nonexisting network (zero adoption equilibrium). As time passes, cost goes down and
so does price. Eventually, the critical threshold is crossed, and demand converges to
the high-network equilibrium. As an illustration, figure 17.1 depicts the evolution of the

Figure 17.1 Fax Machines in the United States: Installed Base, by Year.
240
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installed base for fax machines over the 1980s, the decade when demand took off in
the United States. The figure suggests that, around 1986, a critical-mass threshold was
crossed, leading to a rapid convergence toward a large-network equilibrium.

In markets that are monopolized or wherein one firm holds significant power to set
prices, the preceding observations suggest that a successful strategy might be to set a low
introductory price to get the “snowball rolling,” that is, to get demand past the critical
mass and onto the high-network equilibrium. The Bell company was one of the first firms
to adopt this strategy, when telephones were first introduced in the United States in the
1890s. Additional examples of introductory pricing are presented in section 17.3.

In markets with strong network effects, a large installed base of users is an asset
that must be maintained with care, for there is always the danger of tilting toward a
low-adoption equilibrium. Take the example of eBay. Founded in 1995 as a person-to-
person internet auction site, eBay has grown at an incredibly fast rate: By the end of
1999, it counted more than nine million registered users. Online auction houses like
eBay provide a good example of network effects: The more users sell through eBay, the
greater the variety of items that can be found, and the greater the value of buying through
eBay. Likewise, the greater the number of buyers, the greater the number and value of
bids, and the greater the value of selling through eBay. eBay’s revenues are collected
from listing fees charged to sellers who post their items in the company’s website. In
1999, eBay reduced a planned fee increase in response to strong negative reaction from
its customers. It seems eBay is aware of the danger that a number of its customers will
“defect” and start selling through rival auction sites (Amazon.com, Yahoo!, and so forth).
Such a move might create a “snowball” effect that would end up destroying eBay’s current
competitive advantage of a large installed base of users.a

a As of November 1999, eBay was

receiving more than 1.2 million

visitors a day, whereas Yahoo!

Auctions and Amazon Auctions

had only 105,000 and 70,000,

respectively.

17.2 PATH DEPENDENCE
241

The classic model of economics is an ahistorical model. The equilibrium in a given
industry, the value of firms, and so forth, are determined by the forces of long-run supply
and demand. Yes, there can be other factors that have a transitory effect—a storm, a
fad—but sooner or later, the forces of supply and demand take the economy back to its
equilibrium state. In mathematical terms, we say that the economy is an ergodic system:
The state of the economy at time t + k does not depend on the state of the economy at
time t, if k is large enough. In other words, historical events may have an effect, but that
effect vanishes as time goes by.

Network externalities provide an interesting challenge to this view of the
world. Why is VHS, not Betamax, the accepted standard for consumer videocassette
recorders? Why does Windows, not MacOS, dominate the market for operating systems?
Generally, why is English, not Italian, the lingua franca of the modern world? In all
of these cases, the answer must be based on the historical process that led to the cur-
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rent equilibrium as opposed to an alternative equilibrium. In other words, there is no
argument that makes one equilibrium necessarily more compelling than the other ones.b

b Some countries drive on the right

while others drive on the left.

This example, which also features

network externalities (if in an

extremely dramatic way), suggests

that there can be more than one

equilibrium, and that no particular

equilibrium dominates the other

one.

To understand the importance of historical events in the development of an indus-
try with network externalities, let us consider a simple model. There are two versions of
a new technology, say a videocassette recorder (VCR). The two versions (e.g., Betamax
and VHS) are incompatible with each other, so the network benefits accrue only to buyers
of the same version. The prices of each version are exogenously given. For simplicity,
suppose they are the same.

Consumers arrive in the market sequentially. That is, in each period, a new con-
sumer must make a decision of which version of the new technology to choose, A or B.
Some consumers have a preference for A, some for B. However, every consumer prefers
to buy a version that has a large installed base. Specifically, “A fans” derive a utility of
u + nA from an A machine and a utility nB from a B machine, where nA and nB represent
the size of the installed base of A and B machines, respectively. u is the utility that an
A fan derives from product A even if no other consumer buys the same product, also
known as standalone utility ; as can be seen, an A fan derives no standalone utility from
machine B (in fact, this difference is the reason why it is called an “A fan”); finally, ni

(i = A, B) is the network-related component of utility, the same for both machines (con-
ditional on network size, of course). Analogously, “B fans” derive a utility of u + nB from
a B machine and a utility nA from an A machine.

Notice that, if nA = nB, then A fans buy A and B fans buy B. However, if one of
the technologies has a sufficiently greater installed base, then both types will buy the
same technology. Specifically, if u + nA < nB, then even A fans prefer to buy technology
B. That is, if nB − nA > u, then both types buy technology B. By analogy, if nA − nB > u
then both types buy technology A.

This situation is depicted in figure 17.2. On the horizontal axis, we plot the
sequence of consumers arriving in the market, one in each period. On the vertical axis,
we plot the difference in installed base between technologies A and B. As long as the
difference is within the band [−u, u], each consumer will choose his or her preferred
technology. However, once we go out of these barriers, every consumer will choose the
leading technology, which in turn reinforces the choice by subsequent consumers. In
other words, we are in the presence of a self-reinforcing process. The barriers u and −u
are absorbing barriers. Once we pass these barriers, we say that the industry is locked-in
to one of the technologies.

This model, simple as it is, allows us to derive a number of implications. First,
notice that, sooner or later, the industry is bound to become locked-in to a given stan-
dard.c A second implication is that, in this world, the best does not always necessarily

c We should remark, however, that

the strength of this conclusion de-

pends crucially on the assumption

that utility is linear, not concave,

in the size of the network. If utility

were concave and the size of u large

in relation to the value of network

externalities, then it would be con-

ceivable that the industry would

maintain the two technologies

indefinitely. See exercise 17.6.

win. To understand this, suppose that there are more A fans than there are B fans. Be-
cause the utility functions are symmetric, it would be optimal for the market to choose
technology A. At least, it would certainly be suboptimal to be locked-in to technology
B. However, the latter outcome is clearly possible: Even though, on the whole, there are
more A fans than there are B fans, it is quite possible that B fans will be represented more
than proportionately among the first series of adopters.
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Figure 17.2 Technology Adoption with Network Externalities.

This last remark points to a third important characteristic of the model of sequential
technology adoption: The eventual outcome, in terms of which technology the industry
gets locked-in to, will depend on the outcome of a limited, possibly small, number of
initial adoptions. In other words, the first consumers’ decisions may turn out to be very
important small historical events. Dynamic processes that have this property are said to
be path dependent.

The battle between Betamax and VHS illustrates several of these points. (See
box 17.1 for a more detailed analysis.) In this industry, the main source of network
externalities is that rental store availability of videos in a given format (Betamax, VHS)
depends to a great extent on the number of owners of a machine for that format. If there
are very few Betamax owners in a given neighborhood, then it is unlikely that a video
store will have an interest in stocking tapes recorded in that format. As the model would
predict, the industry did indeed get locked-in to one of the technologies, VHS. The
possibility of an industry getting locked-in to an inferior technology is illustrated by this
case: Many experts claim that the quality of the Betamax technology was (and continues
to be) superior to VHS. Finally, the fate of a multibillion dollar industry was decided at
a time (late 1970s to early 1980s) when the number of adopters was still relatively small.
Their decisions turned out to be important small historical events.

Another example, if a somewhat controversial one, is given by typewriters’ key-
board layout. The design that is currently used, the QWERTY design, was patented in
1868 by Christopher Sholes. The main advantage of QWERTY with respect to previous
designs is that it solved the key-jamming problem, that is, the problem that the type bars
frequently jammed when certain key sequences were struck quickly. QWERTY avoided
the problem by setting those keys far enough apart that the speed of typing would be
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Box 17.1 The Battle between VHS and Betamax
242

Sony has a historical reputation of leadership in consumer electronics. It led
Japanese producers in the development and marketing of the audiotape recorder
and the microtelevision, among many other products. The 1974 launch of the
Betamax videotape recording system continued Sony’s record of technological
leadership.

By the mid 1970s, different competing standards of videocassette recording
(VCR) were being developed. Its reputation notwithstanding, Sony was aware that
it would be unable to set an industry standard by itself. In 1974, seven months
before the launch of Betamax, Sony chairman Akio Morita showed his machine
to executives from Matsushita, JVC, and RCA, in a effort to get support for the
Betamax design. Sony’s attitude was that of presenting Betamax as the undisputed
standard: “We completed this one, so why don’t you follow,” he seemed to imply.

Sony’s arrogant tone did not go over well with its potential partners. Months
later, when Sony invited JVC and Matsushita to inspect the Betamax production
facilities, JVC replied that it intended to proceed alone with its VCR development,
and so it would be unfair to see any more of Sony’s technology. Konosuke Mat-
sushita, in turn, was unhappy he had not been consulted before Sony committed
to a design, and decided to withhold his company’s participation in Sony’s stan-
dard. The fact that JVC was (partly) owned by Matsushita also played a role in this
decision.

Two years later, JVC introduced the Video Home System (VHS), an incom-
patible alternative to Sony’s Betamax. Sony had the head start: By the time VHS
was introduced, more than 100,000 Betamax machines had already been sold. But
the machine JVC introduced in September 1976 was, in some respects, a better
product than the Betamax. In particular, its tapes could record two hours, twice
as long as the Betamax. In fact, one of the reasons for JVC’s refusal to adopt the
Betamax standard was precisely the limitation in play time.

Another important difference with respect to Sony is that JVC followed from
the start a much more open policy with respect to bringing other firms on board.
Says Morita: “We didn’t put enough effort into making a family. . . . The other side,
coming later, made a family.” By 1984, the VHS group included 40 companies,
whereas the Beta group featured only a dozen. A greater “bandwagon” of support-
ing firms had two effects. First, it gave the VHS standard greater credibility. Second,
it induced a faster pace of product improvement at the crucial time when the mar-
ket was deciding which standard to adopt. (There were actually six VCR designs
developed in the 1970s. However, for technical and/or marketing reasons, four of
these were never serious candidates to set the industry standard. The battle was
therefore between Betamax and VHS.)

(continued)
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Box 17.1 (continued)

Because of its (slight) technological advantage over Betamax, VHS took off at a
faster pace than Betamax. By 1980, VHS’s share of the installed base was already
greater than 50% (see the following chart).

In comparison with the installed based in the late 1980s, the numbers in the
late 1970s do not amount to much. Thus VHS had the larger share by the late 1970s,
but this was a large share of a very small total (less than 10 million adopters).

But this advantage proved to be crucial in the 1980s, when sales of VCRs
accelerated. In contrast with the 1970s, the consumer in the 1980s used VCRs
mainly to watch prerecorded cassettes (mostly movies). This created a snowball
effect whereby VHS’s initial advantage gradually multiplied, to the point of effec-
tively killing the Betamax standard. As Fortune magazine put it in a 1985 article,
“Betamax keeps falling further behind. . . . As consumers perceive Betamax falter-
ing, they flock in even greater numbers to VHS, worried that those who produce
movie cassettes for VCRs might desert Betamax.”

In 1988, Sony started production of VHS recorders.

reduced. The event that led to the QWERTY design was a “small historical event” in
the sense that today’s computers still incorporate the original keyboard design, even
though bar jamming is no longer an issue. Did the industry get locked-in to an inef-
ficient equilibrium? Claims have been made that an alternative keyboard—the Dvorak
keyboard—would enable an increase in typing speed,243 although recent research casts
doubts on these claims.244 However, the suspicion remains that the QWERTY keyboard
performs worse than the optimal keyboard from the perspective of maximum typing
speed.
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Network externalities may imply multiple equilibria, whereby an industry locks-
in to one technology or another. Which technology ends up being chosen depends
to a great extent on the actions of early adopters. The eventual winner need not be
the superior or most-preferred technology.

17.3 EXCESS INERTIA AND EXCESS MOMENTUM
245

In the previous section, we considered the case of two alternative versions of a new
product or technology. The battle between VHS and Betamax was given as an example;
a more recent one would be recordable Digital Versatile Disks, where the alternatives
are the DVD-RAM and the DVD+RW systems. In some cases, however, the option is not
between two new versions but rather between an old and a new version of a given product
or technology: color versus black-and-white TV, FM versus AM broadcasting, Office 97
versus Office 95, and so forth. What determines whether (and when) a switch between
an old and a new technology takes place?

To address this and related issues, we consider a simple stylized model. Suppose
there is an old technology, denoted O, and a new one, denoted N . For simplicity, assume
there are only two adopters, both of whom are current O users. These adopters must
sequentially decide whether or not to switch to technology N . Potentially, an adopter
may be an O fan (i.e., a “conservative”) or an N fan. An adopter knows its own type,
but not the other adopter’s type. The crucial element of the game is that, when deciding
whether or not to switch to the new technology, the first adopter does not know what the
future adopter will do. And because of network externalities, the benefits from switching
to a new technology depend on whether the other adopter does the same.

Specifically, figure 17.3 depicts, for each type of adopter, the payoff from adoption
of technology O or N (no switch, switch), depending on what the other adopter does. For
example, if an N -type decides not to switch and the other adopter does switch, then the
N -type receives a payoff of 10. As can be seen, the strategy N gives N fans a greater payoff
if the other adopter also chooses N . However, N ’s best overall outcome is to choose the
same technology as the other adopter. For a conservative adopter, in turn, choosing the
new technology is a dominated strategy: No matter what the other adopter does, an O
fan is always better off sticking to the old technology.

Suppose that the probability that an adopter is of the N type is 80%. What is the
equilibrium of the adoption game? Let us first consider the second adopter’s decision.
Clearly, if it is an O type, then it will always choose technology O, for the reasons
explained before. If, however, it is an N type, then it will switch to N if and only if
the first adopter switched to N .
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Figure 17.3 Simultaneous Technology Adoption Decisions: Payoff for a Given Type of Agent (choice in row) as a
Function of the Other Agent’s Choice (column).

Let us now consider the first adopter’s choice, taking into account the expected
second period outcomes. We will argue that the optimal choice for the first adopter is
always to choose O, that is, not to switch to the new technology even if it is an N type. We
do this by comparing the expected benefit that an N fan would get from each possible
choice. The expected benefit from choosing technology N is 20%(−10) + 80%(17) =
11.6. With probability 20%, the second adopter is of the O type, in which case it will
choose O; the first adopter gets stranded as the only adopter of the new technology, which
in turn leads to a payoff of −10. With probability 80%, the second adopter is of the N
type and switches to technology N ; in this case, our first adopter enjoys a utility of 17,
the highest value possible.

Not switching to the new technology implies, however, a higher expected payoff
for the first adopter, namely 12. In other words, even though (a) the prior belief is that
adopters prefer the new technology with a high probability; and (b) both adopters actually
favor the new technology; it turns out that the only equilibrium is for the new technology
not to be adopted.

This feature of adoption games, known as excess inertia, highlights the important
difference between complete and incomplete information, even when the latter is “al-
most complete.” The first adopter knows that “almost surely” the second adopter favors
the new technology. Moreover, it is common knowledge that, if both adopters prefer the
new technology, then both are better off switching to the new technology. However, the
possibility that the second adopter does not switch, remote as it might be, acts as an
important deterrent to adopting the new technology.

It is unlikely that a stylized model such as the one presented earlier can depict the
exact details of technology adoption in real-world situations. However, the problem of
excess inertia is very much a real problem. The switch from AM to FM broadcasting in
the late forties provides an example (see box 17.2). Most people saw FM as a superior
technology. However, fear of getting stranded with a useless (and expensive) FM receiver
kept consumers from making the switch, which in turn kept broadcasters from making
the switch, which in turn kept manufacturers from making the switch. A similar failure
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Box 17.2 AM versus FM
246

In 1945, Paul W. Kesten, then Executive Vice President of Columbia Broadcasting
Systems, wrote:

I believe that FM is not merely one aspect of the future of audio broadcasting—but
that it contains in itself almost the whole future of audio broadcasting.

In fact, FM was generally viewed as a superior technology to AM. FM eliminates
static, has higher fidelity because of the use of wider channels, has a constant
effective service area, and allows for closer geographical proximity on the same
frequency without interference.

The early optimism notwithstanding, FM did not succeed in supplanting AM
during the initial postwar years. In fact, FM’s market penetration fell well below
expectations. This is especially surprising in light of the fact that, between 1946
and 1948, a large number of broadcasting licenses were issued and a significant
number of FM stations went on air.

Why didn’t consumers follow the trend set by broadcasters? One reason is
that the U.S. Federal Communications Commission (FCC) shifted the frequencies
to be used by FM from those that had been assigned before the war. This created
uncertainty on the consumer’s side, namely the fear of getting stranded with an
obsolete receiver in case the FCC were to change frequencies again. Moreover, the
additional cost of an AM/FM receiver was not insignificant (the transistor had yet
to be invented). Finally, the FCC policy of allowing ‘simulcasting’ (broadcasting
in AM and FM) further reduced the perceived benefit from investing in an FM
receiver.

When all of these ingredients were put together, it is not entirely surprising
that the industry got stuck to AM. This example of “excess inertia” resulted from a
partial chicken-and-egg problem: Consumers did not buy FM receivers for fear that
other consumers would not adopt and/or the technical features would change in a
way that would make their receivers worthless. As a consequence, manufacturers
eventually ceased to produce FM receivers and radio stations reverted back to AM
broadcasting.

to move to a superior technology is given by the flop of quadraphonic sound in the 1970s,
a case that is described in greater detail in box 17.3.

Excess inertia is only a possibility. That is, the market is not necessarily too slow in
adopting new technologies. In some cases, a switch to a new technology may take place
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Box 17.3 Quadraphonic Sound
247

In the early 1970s, it was the general opinion that the era of stereo sound was com-
ing to an end. Quadraphonic sound—an audio system that records four channels—
was considered the next logical development in the industry. Early studies on
quadraphonic sound claimed that up to 80% of the sound perceived by listen-
ers at live concerts is reflected from the walls and ceiling, with the remaining 20%
traveling directly from the orchestra to the listener’s ears. For this reason, quadra-
phonic sound allows for a more realistic recreation of the “concert-hall experience”
at home.

Two different approaches to quadraphonic sound were developed—the ma-
trix system and the discrete system. The matrix system had the advantage that
record production was as simple as the production of stereo records, but suffered
from problems in the complete separation of the four channels. The discrete system
allowed for a better separation of the four channels, but implied higher production
costs and a more complex record player.

In 1971, Columbia Records introduced its quadraphonic system, the SQ,
based on the matrix approach. That same year, JVC launched a rival system based
on the discrete approach. In January 1972, RCA—Columbia’s main rival in record
production—announced that it was backing an improved version of JVC’s standard.
The “quad war” was on.

From the onset, both players were aware there was no room for two incompat-
ible technologies in the market. They were also aware that whichever technology
the consumer favored would eventually be adopted. Influencing consumer expec-
tations was therefore an important part of Columbia’s and RCA’s strategy. This
consisted as much of praising the qualities of their own technology as of bash-
ing the rival one. Columbia depicted RCA as a “spoiler” to the establishment of a
standard. RCA, in turn, responded that the matrix system was “a Mickey-Mouse
approach that only simulates four channels.” Columbia countered that its system
was already as good as having four separated channels (however, by May 1973, SQ
had already gone through five different generations).

The early market performance of quadraphonic sound was optimistic. By the
beginning of 1974, quad hardware accounted for 25 to 30% of sales in value, with
forecasts as high as 70% by the end of the year. Expert studies predicted that by
the end of the 1980s, quadraphonic would already have replaced stereo.

This optimism was short-lived, however. Consumers were afraid of getting
stranded with the wrong piece of equipment, and the existence of multiple stan-
dards confused them. Even though both systems were backward compatible (i.e.,
they could play stereo records), matrix and discrete were not compatible with each
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Box 17.3 (continued)

other (i.e., one would get stereo sound only from quadraphonic records of a differ-
ent format). Retailers reflected the customers’ uneasiness about quadraphonic, and
thus were not keen on pushing the new technology. Beginning in the second half
of 1974, disillusionment over quadraphonic sound gradually set in. Despite a final
effort by manufacturers to boost sales, stocks of quadraphonic sound equipment
continued to pile up.

In 1976, all new products launched in the market were based on stereo. The
“quad war” had ended—with no winner.

too quickly. Consider the same game structure as before but with payoffs as in Figure 17.4.
Suppose, moreover, that the probability that an adopter is of the N type is now only 1%.
Inspection of the payoff tables reveals that both types of adopters prefer compatibility
to incompatibility (i.e., network valuations dominate standalone valuations). N types
marginally prefer the situation when both switch to the new technology, whereas O
types greatly prefer that no one switch to the new technology.

Because O types have a great preference for maintaining the status quo and the
probability that an adopter is of the O type is very high, we would like the equilibrium
to be for a switch never to occur. However, as we will see, a switch will occur whenever
the first adopter is of the N type. In fact, a first adopter correctly anticipates that a switch
to N will be followed by another switch to N regardless of the second adopter’s type. This
is true because an O type, its preference for the status quo notwithstanding, still prefers
compatibility more strongly than technology O. Knowing that, a first adopter, if of the N
type, will switch to the new technology, eventually receiving a payoff of 13 instead of 12.

Figure 17.4 Simultaneous Technology Adoption Decisions: Payoff for a Given Type of Agent (choice in row) as a
Function of the Other Agent’s Choice (column).



324 Part 6 Chapter 17

Although this is a marginal gain compared with the loss for an O-type second adopter
(a loss of 95), the first adopter is not concerned with the second adopter’s payoff, only
with the second adopter’s action.

In other words, the phenomenon of network externalities may lead to a bandwagon
effect, whereby initial adoptions trigger subsequent ones.d In some circumstances, pref-

d The terms domino effect and

snowball effect also are used in

this context.

erences are such that the industry would be better off if no switch to the new technology
were to take place. In this case, if a switch does take place, then we say the market exhibits
excess momentum.

Software updates are sometimes an example of excess momentum. Many users
of Office 95 were quite satisfied with their version of the software. However, when a
number of key players adopted Office 97, owners of Office 95 had an incentive to switch
to Office 97 for reasons of compatibility. This does not mean that, in the end, these users
were made better off. They would probably prefer the initial situation when every user
worked with Office 95. However, the new situation (everyone with Office 97) is better
than sticking to Office 95 while the rest of the world switches to Office 97. Switching to
Office 97 is then the lesser evil, as it were.

Network externalities may imply excess inertia, whereby a new technology is
not adopted even though it would be in most people’s interest to do so. But
network externalities may also imply excess momentum, whereby a switch to a
new technology occurs even though most people would prefer it not to happen.

17.4 COMPATIBILITY

In section 17.2, we looked at the case when two versions of a new technology battle for
market dominance. The battle is of particular importance because of network externali-
ties: Consumers’ valuations of Betamax VCRs, for example, depend on how many other
consumers own a Betamax VCR. In this particular example, the reason for network exter-
nalities is that the more people own a Betamax VCR, the greater variety of Betamax tapes
will be available at video rental stores. But suppose that VHS VCRs can play VHS-format
tapes and Betamax-format tapes as well. Then the relevant size of the network, from the
perspective of a Betamax buyer, is the total number of VCRs. In fact, the variety of tapes
available on Betamax format will now be a function of the total number of VCRs—both
Betamax and VHS—for both play Betamax tapes.e

e This is certainly the case when

Betamax machines can also

read VHS-format tapes. If that

were not the case—that is, if

compatibility were one way—

then the problem would be slightly

more complicated.

This example highlights the importance of compatibility between different tech-
nologies. From the consumers’ point of view, compatibility seems to be a good idea
(assuming that compatibility does not imply an increase in price or a reduction in qual-
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ity). What about producers? On the one hand, compatibility implies a lower degree of
product differentiation, which normally leads to a greater degree of price competition
(see chapter 12). On the other hand, compatibility implies greater consumer benefits. If
producers can capture a significant share of those added benefits, the balance may be in
favor of compatibility (from the producers’ point of view).

To get a better understanding of some of the trade-offs involved in strategic compat-
ibility decisions, let us consider a simple two-stage game. In the first stage, firms decide
whether or not to make their technologies compatible. If no agreement is reached, then a
“standardization battle” takes place, following which one of the technologies is adopted
as a standard. In the second stage, product market competition takes place. If a compati-
bility agreement was previously reached, then each firm earns duopoly profits πD. If no
agreement was reached in the previous stage, then whichever firm won the standards
battle gets monopoly profits πM , whereas the other one gets zero. In which case are firms
better off on average—with or without compatibility?

Consider a first possible scenario: The compatibility battle is a battle to attract
customers. To do so, firms need to spend resources. The firm that is prepared to spend
the most wins the battle. For example, in the quest to attract customers to its satellite-
based digital TV system, U.K.’s BSkyB is subsidizing customers willing to purchase the
decoder required to receive Sky’s broadcast signal.

The prize from winning the standards battle is πM , the second-stage profit for a
standard setter. The standards battle is essentially like an auction: Whoever pays the
most wins the auction. The result, analogous to Bertrand competition, is that firms will
escalate their offers up to the value πM . In the end, winning this auction will not produce
great satisfaction: The prize πM just compensates the resources spent to get there. Both
winner and loser end up with a net payoff of zero.f No matter how low duopoly profits

f This result is based on the

assumption that only the winner

pays the bid. This would be the case

if the only relevant strategy was the

level of adoption subsidies, for

example. In practice, an important

part of the “bids” is paid regardless

of whether or not the bid is a

winning bid. In this case, it is

possible that the loser ends up

with a negative net payoff.

πD are, firms would be better off if they had reached a compatibility agreement.
Now consider a second possible scenario: The choice of the prevailing standard

results from a series of events that firms have no direct control over. For example,
consumers happen to like one of the technologies better, start buying it, and the snowball
effect described in section 17.2 does the rest; or, alternatively, a series of government
regulations and other policy measures give one of the standards an initial edge which,
again, is cemented by self-reinforcing dynamics. For the purpose of the model, suppose
that incompatibility implies that each of the technologies is chosen as the industry
standard with probability 50%.

What are the equilibrium payoffs now? If firms choose compatibility, then, as
before, they end up each getting duopoly profits πD. What if they do not agree on making
their technologies compatible? Then one of the technologies is chosen as a standard with
probability 50% and enjoys monopoly profits πM , while the other gets zero. On average,
each firm gets 50% πM . We conclude that incompatibility is better if and only if 50% πM

is greater than πD, or simply if πM > 2 πD, a condition that generally holds: It is better
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to be a monopolist half of the time than a duopolist all of the time.g This is especially

g This condition was also intro-

duced in chapter 16 in a slightly

different context.

true if product market competition is very intense, so that πD is much lower than πM . In
summary:

If standards competition is very intense, then firms prefer compatibility. If product
market competition is very intense, then firms prefer incompatibility.

Standards competition was modeled previously in a fairly specific context. But
the intuition would normally apply in other contexts as well. In particular, one likely
effect of standards competition is to reduce the size of the product market. Box 17.3
describes one such example, the (failed) adoption of quadraphonic sound, wherein two
incompatible standards battled with each other to the point of eliminating the market
(leaving consumers with the [inferior] standard of stereo sound). The main reason for
the failure of quadraphonic sound was that consumers became very confused over which
standard to choose, thus preferring not to choose any at all.

A related example is the failed introduction of digital audio tapes. The two com-
peting technologies were Philips’ Digital Compact Cassette and the Japanese electronics
industry’s Digital Audio Tape. Both failed to reach any significant degree of market pen-
etration.

Quadraphonic sound and digital audio tapes have one aspect in common: Both
are new technologies that attempted to replace existing technologies (stereo and analog
audiotape, respectively). The fact that consumers had the “easy” option of staying with
an inferior but sure technology implied—in both cases—that excess inertia prevailed.h

h Compare with the AM versus FM

battle, discussed in section 17.3,

wherein a similar phenomenon

took place.

In terms of the preceding model, the existence of a reasonable status quo technology
means that the potential costs from a standardization battle are very high—not so much
because firms need to spend large amounts of resources (as modeled earlier) but because
the probability that both will lose the race is high.i

i We could then change the

preceding model and assume that,

under a scenario of standards

competition, the probability that

a given firm’s standard prevails

is α < 50%. If α is sufficiently

low, then the same result follows:

Firms would be better off with

compatibility.

17.5 PUBLIC POLICY

Externalities are one of the few instances where economists agree there may be a role
for public policy. Does this apply to network externalities as well? If so, what should
governments do, that is, how can public policy correct for the externality in question?

As was discussed in section 17.2, compatibility between different technologies,
or standardization, implies that the relevant network of consumers is increased, which
in turn implies a greater benefit for consumers. In other words, if technology A, with
nA users, and technology B, with nB users, become compatible, then an A adopter’s
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value increases from v(nA) to v(nA + nB), where v(·) is the network benefit function.
A tantalizing implication is that standardization is a good thing, something that public
policy should actively pursue.

Unfortunately, the answer is not so simple. Consider the contrast between Europe
and the United States in standards-setting for second generation mobile telephony. In
1988, the European Parliament established ETSI, the European Telecommunications
Standards Institute. Members of ETSI include European telecom operators, as well as
equipment manufacturers. Although participation in ETSI is voluntary and decisions
are not binding, ETSI decisions are normally turned into (binding) European norms by
the European Parliament. This process of decision making has contributed to a great
degree of standardization in European mobile telephony: All European countries adhere
to the GSM standard, which implies that roaming (using a handset from country A to
make calls in country B) is possible across Europe.

No such centralized process exists in the United States. As a result, four differ-
ent standards coexist in the market. At an initial stage, this created a situation that
was inferior to that in Europe, especially because of the limitations it imposed on
roaming within the country. Currently, each standard’s coverage of the U.S. territory
is complete or near complete; that is, roaming is now as good in the United States as
it is in Europe. Moreover, competition between different standards has led to sharp
reductions in price and to significant technological progress. For example, recently de-
veloped software allows handset makers to deliver phones compatible with all major
standards.248 In the end, the American consumer seems better off than the European
consumer.

The fast pace of technical progress in the (not-standardized) North American camp
suggests that the benefits from competition may override the benefits from standardiza-
tion.j An additional benefit, one that was not considered in the previous discussion, is

j In fact, when it came to deciding

on a standard for third-generation

wireless, Europe opted for Qual-

comm’s CDMA, a technology

developed in nonstandardized

America.

product variety.k Finally, one should add the non-negligible fact that competition implies

k Centrally planned economies,

like that of the former Soviet

Union, were characterized by a

high degree of standardization, a

fact from which consumers derived

limited benefits.

lower prices.
But standardization wars have social costs, too. Consider the example of Digital

Versatile Disks (DVDs).249 The DVD, a new type of CD, can store up to nine gigabytes of
information on each side—compared with 650 megabytes on a standard CD-ROM—and
is expected to supplant videotapes in the home, compact disks in the stereo, and floppy
disks in the personal computer. In the early 1990s, Sony Corp. and Philips Electron-
ics NV began joint development of a video-on-disk system. Meanwhile, Toshiba Corp.
approached the U.S. media conglomerate Time Warner Inc., proposing a rival system.
Open warfare started in 1994, with both sides trying to impose their system. Eventually
(in December 1995), an agreement was reached on a design, one that drew heavily on
the Toshiba–Time Warner design. But in the process, industry squabbling cost producers
and consumers a delay of at least 18 months in market introduction. As an IBM man-
ager put it, “competition on a format is not good for the end user or for the companies
involved.”
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To summarize:

The benefits from standardization must be weighed against the costs of lower
competition and product variety.

If deciding whether or not to favor standardization is a difficult question, deciding
which technology or standard to favor is an even more difficult one. In this context, one
problem faced by public policy is that of information and timing. If the government acts
too early, then it must do so based on very limited information about the relative merits
of each standard. If, on the other hand, the government waits too long, then the industry
will already have locked-in to a particular standard, possibly the inferior one (as shown
in section 17.2). What is the optimal “time window” for government intervention? Is
there a window at all?

Finally, we saw in section 17.3 that one of the possible effects of network externali-
ties is to cause excess inertia, too slow a switch from old to new technologies. An obvious
role for public policy in this context is to act as a coordinating device between the differ-
ent agents in play, so as to avoid the chicken-and-egg problem that leads to excess inertia.
For example, the U.K. government has determined that no analog TV broadcasting will
be allowed after the year 2008. This may be what it takes for the industry—in particular,
viewers—to make the switch.l But even if the U.K. government’s policy proves effective

l Contrast this case with the failed

switch from AM to FM, in which

the U.S. Federal Communications

Commission (FCC) allowed for

the possibility of simulcast,

simultaneous broadcasting in AM

and FM.

Another example of government

policy in this context is given

by the Australian government’s

announcement that all analog

cellular phones must migrate to

digital. The initial deadline was

set to 1997, then was changed

to 1998, then to 2000. This

suggests that even the government

has difficulties in establishing a

credible commitment.

in inducing a switch, the question remains whether the switch—and the timing of the
switch—are optimal from a social point of view. This is, in fact, a general point about
public policy: Whenever the government supersedes the workings of the market, the
question must be asked whether the former has all of the information contained in the
latter, which normally is not the case.

Summary

. Network effects may imply multiple demand levels for a given price. Which value
takes place depends on consumers’ expectations regarding network size.

. Network externalities may imply multiple equilibria, whereby an industry locks-in
to one technology or another. Which technology ends up being chosen depends to a
great extent on the actions of early adopters. The eventual winner need not be the
superior or most-preferred technology.
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. Network externalities may imply excess inertia, whereby a new technology is not
adopted even though it would be in most people’s interest to do so. But network
externalities may also imply excess momentum, whereby a switch to a new technology
occurs even though most people would prefer it not to happen.

. If standards competition is very intense, then firms prefer compatibility. If product
market competition is very intense, then firms prefer incompatibility.

. The benefits from standardization must be weighed against the costs of lower compe-
tition and product variety.

Key Concepts

. network externalities

. consumer expectations

. self-reinforcing process

. lock-in

. path dependence

. excess inertia

. excess momentum

. bandwagon effect

. compatibility

Review and Practice Exercises

17.1∗ You have created a business-to-business (B2B) Internet venture directed at an
industry with exactly fifty (50) identical firms. Your services allow these firms to do
business with each other more efficiently as members of your trading network. You plan
to sell access to your service for a price p per member firm. Each firm’s benefit from the
service is given by 2n, where n is the number of other firms joining the B2B network
as a member. So, if 21 firms join your service, each places a value of 2 × 20 or 40 on
membership in your network.

Suppose for part (a) that you set the price, p, and then firms simultaneously and
independently decide whether or not to join as members.
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a. Show that, for a price greater than zero and lower than 98, there exist exactly two
Nash equilibria in the simultaneous-move game played by firms deciding whether or
not to join the network as members.

Suppose for part (b) that you are able to persuade 10 firms to join your network at
an initial stage as “Charter Members.” At a second stage, you set a price for the remaining
40 firms. These 40 firms then simultaneously decide (as in part [a]) whether to join your
network as regular members.

b. For each price p, determine the equilibria of the game played between the remaining
40 firms in the second stage.

Finally, for part (c), consider the same situation as in part (c), but suppose that,
when there are multiple Nash equilibria, firms behave conservatively and conjecture
that the low-adoption Nash equilibrium will be played. (Note that, by the definition of
Nash equilibrium, this conjecture is self-fulfilling.)

c. How much would you be willing to pay (in total to all 10 early adopters) to persuade
the first 10 firms to join the network as Charter Members?

17.2 Empirical evidence suggests that, between 1986 and 1991, consumers were
willing to pay a significant premium for spreadsheets that were compatible with the
Lotus platform, the dominant spreadsheet during that period.250 What type of network
externalities is this evidence of?

17.3 People are more likely to buy their first home computer in areas where a high
fraction of households already own computers or where a large share of their friends and
family own computers: A 10% greater penetration in the surrounding city is associated
with a 1% higher adoption rate.251 How can this be explained by network externalities?
What alternative explanations are there?

17.4∗∗ In the early days of Automated Teller Machines (ATMs), there were very few
interbank networks, that is, each bank’s network was incompatible with that of other
banks. Empirical evidence shows that banks with a larger network of branches adopted
ATMs earlier. To what extent can network externalities explain this observation?252

17.5 How would you respond to the following quotation:

Apple Computer, the company that brought you the idiot-friendly Macintosh, is staring
at bankruptcy. Meanwhile, the great army of technocrats at Microsoft, which only last
year managed to reproduce the look and feel of a 1980s Mac, lumbers on, invincible.

A bad break for Apple? A rare exception to the Darwinian rules in which the best
products win the hearts and dollars of consumers?253
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17.6∗ Consider the model of technology adoption presented in section 17.2. Suppose
that the utility derived by an A fan from technology A is given by u + nA if nA is less than
n̄A, and u + n̄A for values of n greater than n̄A. Likewise, utility from buying technology
B is as before except that for nB greater than n̄B we get n̄B. Analogous expressions apply
for B fans. In other words, network externalities are bounded: Once the network reaches
a certain size, no additional benefits are gained from a larger network.

Show that, under these circumstances and for certain values of u, nA, nB, three
different outcomes are possible: (1) the industry becomes locked-in to technology A;
(2) the industry becomes locked-in to technology B; or (3) the two technologies survive
in the long run.

17.7 Explain why the market adoption of a new technology may be too fast or too
slow.

17.8 Company A has just developed a new technology. Company B approaches
Company A, stating it has developed its own version of the technology and proposing
a compromise that would make the two technologies compatible with each other. What
advice would you give Company A?

17.9 A standardization battle is currently under way in the recordable DVD industry,
with Philips and Sony on one side, Matsushita and Toshiba on the other side. In an effort
to coordinate on a standard, an industry group was set up: the DVD Forum. In April 1997,
the forum’s ten members voted eight-to-two to standardize around the Matsushita-backed
format, leaving Philips and Sony stranded with their losing format. Within a few weeks,
Philips and Sony announced they would start selling their own format.

What role can you see for public policy in this case?

Extension Exercises

17.10∗ You are marketing a new wireless information device (WID). Consumers differ
in their willingness to pay for the device. (No one needs more than one.) All consumers
value owning a WID more highly, the larger is the total number of consumers using such
devices. Denote the expected total number of WID users by ne, which we also can call the
“expected size of the WID network.” If all consumers expect the size of the WID network
to be ne, and the price of the device is p, then the number of users who will want to
buy the device (i.e., the total quantity demanded) is given by n = 100 − p + vne, where
0 < v < 1. (Note that this is a standard linear relationship between price and unit sales
for any given level of expected network size, ne.)

a. Interpret the parameter v . What factors influence v?
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Suppose that your marginal cost per WID is 20. Suppose also that consumers are
quite sophisticated and form accurate expectations about the size of the WID network,
for any price p that you might set, so that n must equal ne.

b. What is the profit-maximizing price of WIDs? How many are sold, and what profits
do you earn?

Suppose that you could improve the performance of your WID communications
network and thus enhance the network effects, raising v from 1/3 to 1/2.

c. How much would you pay to develop this enhancement? 254

17.11∗ Two firms, Compress and Squeeze, offer incompatible software products that
encrypt and shrink the size of large data files for safe storage and/or faster transmission.
This software category exhibits strong network effects, because users seek to send files
to each other, and a file saved in one format cannot be retrieved using the other format.
The marginal cost of serving one customer is $40 for either firm.

To keep things simple, suppose that there are only two customers, “Pioneer” and
“Follower,” and two time periods, “This Year” and “Next Year.” As the name suggests,
Pioneer moves first, picking one format, This Year. Pioneer cannot change her choice once
it is made. In contrast, Follower picks Next Year. Follower will be aware of Pioneer’s pick
when the time comes for Follower to pick. The annual interest rate is 20% for Compress
and Squeeze and Pioneer.

Pioneer regards Compress and Squeeze as equally attractive products. Pioneer
values either product at $100 during This Year (before Follower enters the market), and
at $100 during Next Year if Follower does not pick the same product. If Follower does
pick the same product Next Year, Pioneer’s value during Next Year will be $136. (In other
words, the network effect is worth $36 to Pioneer.) Follower has very similar preferences.
If Follower picks the same product Next Year as Pioneer did This Year, Follower values
that product at $136. Alternatively, if Follower picks a different product Next Year than
Pioneer did This Year, the value to Follower of that product will be only $100.

Finally, suppose that Compress and Squeeze simultaneously set prices This Year
at which they offer their products to Pioneer. (One could just as well say that they bid for
Pioneer’s business.) Then Compress and Squeeze simultaneously set prices Next Year at
which they will offer their products to Follower.

For simplicity, assume that Pioneer will pick Compress if Pioneer is just indifferent
between Compress and Squeeze, and that Follower will pick the same product as Pioneer
if Follower is indifferent between Compress and Squeeze, given the values they offer and
the prices they charge.

a. What prices will Compress and Squeeze set Next Year in bidding to win Follower’s
business if Compress wins Pioneer’s business This Year?
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b. What prices will Compress and Squeeze set This Year in bidding to win Pioneer’s
business?

c. What product will Pioneer buy, and what product will Follower buy?

d. What are the resulting payoffs of Compress, Squeeze, Pioneer, and Follower?

e. Describe in words the advantages of early or late adopters identified in this problem.

f. How does all of this change if there is rapid technological progress so that costs Next
Year are much lower than costs This Year?

g. How does your analysis change if the (marginal) cost of serving a customer is only 20
rather than 40?255

17.12∗ Technological progress (of a sort) has led to the WalkDVD. As the name suggests,
this is a miniature DVD player. It is attached to a pair of headphones and special viewing
glasses that, together, allow for highly realistic sound and image effects, as well as easy
mobility. Three firms, Son, Tosh, and Phil, are planning to launch their WalkDVD players.
There are two possible formats to choose from, S and T, and the three competitors have
not agreed on which standard to adopt. Son prefers standard S, whereas Tosh prefers
standard T. Phil does not have any strong preference other than being compatible with
the other firms. Specifically, the payoffs for each player as a function of the standard they
adopt and the number of firms that adopt the same standard are given by table 17.1. For
example, the value 200 in the Son row and S2 column means that if Son chooses the S
standard and two firms choose the S standard, then Son’s payoff is 200.

Suppose that all three firms simultaneously choose which standard to adopt.

a. Show that “all firms choosing S” and “all firms choosing T” are both Nash equilibria
of this game.

b. Determine whether there are any other Nash equilibria in this simultaneous-move
game.

Son has just acquired a firm that manufactures DVDs for the S format. For all
practical purposes, this implies that Son is committed to the S format. It is now up
to Tosh and Phil to simultaneously decide which format to choose.

Table 17.1 Payoffs in Standard Setting Game.

Firm S1 S2 S3 T1 T2 T2

Son 100 200 250 40 80 110

Tosh 40 80 110 100 200 250

Phil 60 100 120 60 100 120
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c. Write down the 2x2 payoff matrix for the game now played by Tosh and Phil. Find
the Nash equilibrium of this game.

d. Do you think Son’s move was a good one? How would your answer differ if Phil had
a slight preference for the T format (e.g., assume that payoffs for T1, T2, and T3 are
70, 110, and 130, respectively)?

Suppose now that all firms’ payoffs are like Phil in the preceding table. You are Son.

e. If you could choose, would you rather move before Tosh and Phil, or after them?
Contrast your answer to what you have learned from the answers to parts (c) and (d).

17.13∗∗∗ Consider the market for a given piece of hardware—a photocopier of brand x,
for example—that needs after-sale servicing. Suppose that there is free entry into this
after market. Servicing photocopiers implies a fixed cost of F and a marginal cost of c
per unit of service provided. Total demand for servicing is given by D = S(a − p), where
p is price and S the number of photocopier owners. Finally, suppose that firms in the
after market compete à la Cournot.

Show that consumer surplus (per consumer) in the after market is given by

U = 1
2

(
a − c −

√
F
S

)2

,

an increasing, concave function of S. (Hint: apply the results on Cournot competition
with free entry derived in chapter 14. Take into account the fact that consumer surplus
per consumer is given by (a − p)2/2.)

Relate this result to the discussion on indirect network externalities (at the begin-
ning of the chapter).
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market entry in, 246–247

Airline industry
entry deterrence in, 264
market power of, 6, 7
mergers in, 281
predatory pricing in, 269–270,

272fn, 276b
price dispersion in, 218–219
strategic behavior in, 259
in United States, multimarket

contact in, 139b
Allocative efficiency, 8, 26–27

in Cournot model, vs. monopoly,
154t

in monopolistic competition, 94
AM radio, vs. FM radio, 321b
Anheuser-Busch, price discrimination

by, 182
Antidepressants, research and

development on, 300, 300t
Arbitrage, 168fn
Areeda-Turner test, 274
Aspartame

and entry deterrence by Monsanto,
267, 268b

Nutrasweet, advertising of, 232
Atomicity, and perfect competition,

85
AT&T

as dominant firm, 71t, 71–72
rent seeking by, 9

Austrian school of economics, 9
Automobile industry, European, price

discrimination in, 171b
Automobiles, demand for, product

differentiation and, 207–209,
208t, 210b–211b

Average cost, 18–20, 19f
Average cost pricing, in regulated

monopolies, 76, 77f

Backward induction, in sequential
games, 56

Bandwagon effect, 324
Banking industry

business stealing effect in, 253
U.S., profit maximization by, 39b

Beer industry, entry costs in, 247–248
Belgium, industry concentration in,

241, 242f
Bertrand model

equilibrium, 102–104, 103f–104f
vs. Cournot model, 113–114
vs. Hotelling model, 214

Betamax, vs. VHS
incompatibility of, 324
path dependence and, 315–316,

316f, 317b–318b

Blockaded entry, 262, 262f
Boards of directors, composition of,

37b
Branded drugs, advertising of, 225b,

230
Brand equity, 231
Breakfast cereal industry, product

proliferation in, 265–267
British Airways, predatory pricing by,

272, 272fn
British Sky Broadcasting Group,

market power of, 7
Bromide industry, price wars in, 138
Browsers, Microsoft’s control of, 74b
Bundling, 178–179, 273–274
Business stealing effect, 253

Cable television industry, predatory
pricing by, 273

Calibration, 120
Capacity choice, and entry cost, 285
Capacity constraints, pricing with, in

oligopoly, 104–107, 106f
Capital markets, and profit

maximization, 38, 40
Cartels, 127

bromide, 138
diamond, 132b

Causal ambiguity, 43
Cellular phone industry. See also

Telecommunications industry
nonlinear pricing in, 174b
standardization of service in, 327

Central Selling Organization (CSO),
132b

Characteristics approach, to product
differentiation, 207–209, 208fn,
208t, 210b–211b

Chicago school of economics
on market power, 9–10
on predatory pricing, 270–271

Colgate, advertising of toothpaste by,
233b

Collusion, 127–145
discount factor in, 129–130
disincentives to, 130–133, 132b
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Collusion (continued)
factors facilitating, 137–142

institutional, 140–142,
142b–143b

market structure as, 137–138,
138fn

multimarket contact as, 138–140,
139b, 141b

and market power, 160
and price wars, 133–137, 134b. See

also Price wars
public policy and, 144–145
secret agreements and, 127
stability of, repeated interaction

and, 128–133, 132b
tacit agreements and, 127
vertical restraints as, 197, 199

Collusion effect, of mergers, 283
Collusion hypothesis, of market

power-market concentration
relationship, 158–159

Columbia
competition with RCA for

development of quadraphonic
sound, 322b–323b

purchase by Sony, 277
Commitment, credible, in sequential

games, 57–58, 57f–58f
Comparative statics, in Bertrand and

Cournot models, 114–124,
115f–119f, 123f

Competition
among manufacturers, 196–199
dynamic, in oligopoly, 105
and incentive for research and

development, 292–295, 293f
monopolistic, 91–94, 92f–93f
perfect, 85–87. See also Perfect

competition
product market, and profit

maximization, 38
Competitive advantage, sustainable,

246
Competitive selection, in perfect

competition, 89–91
Computer memory, research and

development in, 301, 302t
Concrete market, in Denmark,

collusion in, 143b
Conduct parameter, price and, 161,

161t
Constant returns to scale, 24
Consumer sorting, 175–180, 177b

bundling and, 178–179
durable-goods prices and, 179–180
versioning and, 176–178, 177b

Consumer’s surplus, 16, 16f, 26, 29
Contracts

and entry deterrence, 267–269,
268b

nonlinear, in vertical relations, 192,
192fn

Copier industry, research and
development in, 296, 297b

Copyrights, 304
Corporate raiders, 38, 38fn
Cost, 18–24, 19f

average, 18–20, 19f
economic, 23
fixed, 18, 21b
marginal, 18–20, 19f, 29. See also

Marginal cost
opportunity, 20–23, 21b–22b, 29
sunk, 20–23, 21b–22b
total, 18
variable, 18, 21b

Cost efficiency, mergers and,
278–279

Cournot model, 107–112, 108f–112f
allocative inefficiency in, vs.

allocative inefficiency in
monopoly, 154t

comparative statistics in, 114–124,
115f–119f, 123f

dynamic interpretation of, 123f,
123–124

equilibrium in, 110fn, 110–111,
111f

vs. Bertrand model, 113–114
Creative destruction, 295, 297–298,

299b
Credit card industry, competition in,

205–206
Critical mass, in network externalities,

313f, 313–314
CSO (Central Selling Organization),

132b
Culture, of firms, 44
Customer markets, 133

DaimlerChrysler merger, 279b
Damaged goods, and versioning,

176–178, 177b
DeBeers diamond cartel, 132b
Decision node, 55, 56f
Demand, 15–17, 16f–17f

fluctuations in, and price wars,
135fn, 135–136

Demand curve, 16f, 16–17, 29
market, 16–17, 17f
and price, 161–162
sensitivity to advertising

expenditures, 227–228,
227f–228f

Demand elasticity, 17
market power and, 160
and monopoly power, 73
and optimal monopoly margin,

69–70, 70f
Demand shocks, and price wars,

135–136
Deregulation, in telecommunications

industry, 80b–81b
and productivity, 255b

Deutsche Telekom, access pricing by,
80b–81b

Diamond cartel, 132b
advertising by, 229–230

Digital Versatile Disks (DVD),
standardization of, 327

Disclosure requirements, of patents,
305–306

Discount factor, 129–130
Diseconomies of scale, 24, 245
Doctrine of equivalents, 304
Dog food industry, multimarket

contact in, 141b
Dominant firms, 69, 70–72, 71t, 72f

optimal price of, 72, 72f
telephone companies as, 71t, 71–72

Dominant position, abuse of, 183
Dominant strategies, 51
Dominated strategies, 51–53, 52f–53f
Double marginalization, 190–192,

191f
Downstream firms

competition among, 193
vertical relations with, 189–190
vs. upstream firms, 79, 81

DRAMs (Dynamic Random Access
Memories), research and
development in, 301, 302t

Drastic innovation, vs. gradual
innovation, 298

Drugs
branded vs. generic, advertising of,

225b, 230
price of, 4–5

Duopoly. See Oligopoly
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DuPont, entry deterrence by, 260,
261b

Durable-goods prices, 179–180
DVD (Digital Versatile Disk),

standardization of, 327
Dynamic competition, in oligopoly,

and pricing, 105
Dynamic efficiency, 27–29
Dynamic Random Access Memories

(DRAMs), research and
development in, 301, 302t

Easyjet
predatory pricing by, 269–270
strategic behavior of, 259

eBay, network externalities and, 314,
314fn

Economic cost, 23
Economies of scale, 23–24

and market concentration, 245
Economies of scope, 23–24
ECPR (Efficient Component Pricing

Rule), 81–82
Efficiency, 26f, 26–29, 28f

allocative, 26–27
dynamic, 27–29
mergers and, 285
price discrimination and, 181
in production, 27, 28f
and research and development,

295–297, 297b
static

in perfect competition, 86, 96
vs. dynamic, 28

Efficiency effect, 296
Efficiency hypothesis, of market

power-market concentration
relationship, 159

Efficient Component Pricing Rule
(ECPR), 81–82

Elasticity rule, 70, 70f
in price discrimination, 171–172

Electrical utilities, as natural
monopolies, 78–79

Eli Lilly, research on insulin by,
296–297

Endogenous entry costs, vs.
exogenous entry costs,
247–252, 251t, 251f–252f

Entry accommodation, 262, 263f
Entry cost

advertising and, 247–248
and capacity choice, 285

endogenous vs. exogenous,
247–252, 251t, 251f–252f

and market structure, 243–247
and social welfare, 242–254, 253f

Entry deterrence, 260–269
and blockaded entry, 262, 263f
commitment and, 263–264
contracts and, 267–269, 268b
product proliferation and, 265–267

Entry rates, in perfect competition,
88, 88t

EPROMs (Erasable Programmable
Read Only Memories), research
and development on, 301,
302t

Equilibrium
free-entry, 243
fulfilled-expectation, 312
long-run

in monopolistic competition, 93,
93f

in perfect competition, 87
Nash. See Nash equilibrium
in repeated games, 60–62, 128
short-run, in monopolistic

competition, 92, 92f
Erasable Programmable Read Only

Memories (EPROMs), research
and development on, 301, 302t

Essential facilities, regulation of,
78–82, 80b–81b

ETSI (European Telecommunications
Standards Institute), 327

European Telecommunications
Standards Institute (ETSI),
327

Excess inertia, vs. excess momentum,
and network externalities,
319–324, 320f, 321b–323b,
323f, 328

Exchange rate, fluctuations in, and
market shares, 117–120, 118f

Exclusive dealing, 197
Exclusive territories, 194
Exit rates, in perfect competition, 88,

88t
Exogenous entry costs, vs.

endogenous entry costs,
247–252, 251t, 251f–252f

Experience goods, 223
Externalities, 127

investment, and vertical relations,
193–194

network. See Network externalities
Exxon, merger with Mobil, 10

Fax machines, installed base for,
critical mass in, 313f, 313–314

Firms
boundaries of, 40–42
culture of, 44
dominant, 69, 70–72, 71t, 72f

optimal price of, 72, 72f
telephone companies as, 71t,

71–72
growth of, in perfect competition,

88
heterogeneity of, and efficiency of

free entry, 254
horizontal extension of, 40
performance of, differences among,

42–44
profit maximization by, 35–40, 37b,

39b
size of, in perfect competition,

88–89, 89f
survival of, in perfect competition,

88
First-degree price discrimination, 170
First-mover advantage, 246
Fisher Body, vertical integration by,

41–42
Fixed cost, 18

and shut-down decision, 21b
FM radio, vs. AM radio, 321b
Foreclosure, and manufacturer

competition, 196–197
France, industry concentration in,

241, 242f
France Telecom, deregulation of, and

entry deterrence, 264–265,
266b

Franchising, 42
Free entry

equilibrium, 243
product differentiation and, 254,

256
and social welfare, 252–254, 253f

Free-rider problem, in research and
development, 306

Fulfilled-expectation equilibrium,
312

Games, 49, 62
centipede, 65, 66f
cover-story, 63, 64f
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Games (continued)
extensive form of, 55, 56f, 62
normal form of, 50, 62
“prisoner’s dilemma,” 50f, 50–51
repeated, 59–62, 60f
retaliation in, 59
sequential, 55–59, 56f–59f

backward induction in, 56
credible commitment in, 57–58,

57f–58f
decision node in, 55, 56f
game tree in, 55, 56f
long-run and short-run strategies

in, 59, 59f
subgames of, 56–57

stage, 60, 60f
Game tree, 55, 56f
Gasoline stations, predatory practices

by, 275b
Genentech, research on insulin by,

296–297
General Motors, vertical integration

by, 41–42
Generic drugs

advertising of, 225b, 230
price competition by, 4–5

Glaxo Wellcome, pricing of Zantac
by, 4

Gradual innovation, vs. drastic
innovation, 298

Grim strategies, 128

Herfindahl index, 155
High-power incentive mechanisms,

77, 82
Hold-up problem, 41
Horizontal extension, of firms, 40
Horizontal mergers. See Mergers
Horizontal product differentiation,

206–209, 210b–211b
Hotelling model, 212, 212f–213f

Nash equilibrium for, 213f, 214–215
price competition and advertising,

232–233
vs. Bertrand model, 214

IBM
production of damaged goods by,

177b
research on plain paper copiers by,

296, 297b
Impediments to imitation, 43
Imputed cost. See Opportunity cost

Incentive-compatibility constraint, in
nonlinear pricing, 175

Incentive mechanisms, high-power
vs. low-power, 77

Industrial organization, 3
central questions in, 6–11
example of, 4–5

Industrial policy, 11
Industry, 3
Inertia, excess, vs. excess momentum,

319–324, 320f, 321b–323b, 323f
Information, vs. persuasion,

in advertising, 223–225,
224b–225b

Innovation, gradual vs. drastic, 298
Input costs, and output price, 115f,

115–117
Insulin manufacturers, research and

development by, 296–297
Intel, production of damaged goods

by, 177b
Interconnection decision, in

deregulation, 80b–81b
Interdependent decision-making, 49
Internet browsers, Microsoft’s control

of, 74b
Investment externalities, and vertical

relations, 193–194

Japanese Ministry of Industry and
Foreign Trade, 11

Joint Executive Committee, 134b
JVC, development of videocassette

recorders by, 317b–318b

Keiretsu, 42, 42fn
KLM, predatory pricing by, 269–270
Kodak, bundling by, 273–274
Kraft, merger with Philip Morris, 277

Labor market, and profit maximization
by firms, 36–37

Laser industry, competitive selection
in, 90–91

Law of one price, 167
Learning curves, 44

and research and development, 301,
302t

Lerner index, 154–155
Lloyd’s TSB, efficiency of, 38
Location, and product differentiation,

211–215, 212f–213f
Long-distance telephone rates, 71t

Long-purse theory, of predatory
pricing, 270–271

Long-run equilibrium
in monopolistic competition, 93,

93f
in perfect competition, 87

Low-cost signaling, and predatory
pricing, 271–272

Lowest-price guarantee, 180, 180fn
Low-power incentive mechanisms, 77
Lycra, advertising of, 230

Managers
goals of, vs. shareholders, 35–36
reputation of, and profit maximiza-

tion, 36–37
Marginal cost, 18–20, 19f, 29
Marginal revenue, 25

in perfect competition, 86
Market concentration

in different sectors, 241, 242f
economies of scale and, 245
and market power, 151–156,

152f–153f, 154t
empirical estimation of, 156–159
measurement of, 154–155
simultaneity problem in, 157–158

market size and, 243–244
minimum efficiency scale and, 244

Market demand curve, 16–17, 17f
Market power, 6

acquisition of, 7
collusion and, 160
demand elasticity and, 160
empirical estimation of, 159–162,

161t
extent of, 6–7
implications of, 8–9
maintenance of, 7–8
market concentration and, 151–156,

152f–153f, 154t
empirical estimation of, 156–159
measurement of, 154–155
simultaneity problem in, 157–158

product differentiation and,
209–215, 212f–213f

public policy on, 9–11
Market segmentation, 170
Market size, and market concentra-

tion, 243–244
Market structure

and advertising intensity, 229–230
and collusion, 137–138, 138fn
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and incentives for research and
development, 292–295, 293f

MasterCard, antitrust lawsuit against,
294

Matsushita, development of
videocassette recorders by,
317b–318b

Mergers, 277–285
causes of, 277–278
collusion effect of, 283
and efficiency, 278–279, 285
implications of, 278–281, 279b, 286
market definition and, 284
and price increases, 283
public policy on, 283–285
and stock prices, 281
and synergies, 278
and total output, 280
unilateral effect of, 283
waves of, 281–283, 286

Microeconomics, principles of, 15–29
Microsoft

bundling by, 178–179
monopoly power of, 74b
predatory practices by, 273
vertical restraints by, 198b

Minimum efficiency scale, 24
and market concentration, 244

MITI, and industrial policy, 11
Mixed bundling, 178
Mobil, merger with Exxon, 10
Mobile phone industry, nonlinear

pricing in, 174b
Models, stylized nature of, 49fn
Monopolies, 69–75, 70f, 71t, 72f, 74b

access pricing by, 78–82, 80b–81b
allocative inefficiency in, vs.

allocative inefficiency in
Cournot model, 154t

dominant firms and, 70–72, 71t, 72f
as essential facilities, 78–82,

80b–81b
and incentive for research and

development, 292–297, 293f,
297b

natural, 75
utility companies as, 78–79

optimal margin of, demand
elasticity and, 70, 70f

power of. See Monopoly power
pure, 69
regulation of, 75–78, 76f–77f

average cost pricing and, 76, 77f

price-cap, 77–78
vs. nonregulation, 76f

Monopolistic competition, 91–94,
92f–93f

allocative inefficiency in, 94
long-run equilibrium in, 93, 93f
short-run equilibrium in, 92, 92f
similarities with perfect competi-

tion, 94–95, 95t
Monopoly power, 72–75, 74b

demand elasticity and, 73
market definition and, 73
public policy and, 73

Monsanto, entry deterrence by, 267,
268b

Most-favored-customer clauses, and
collusion, 141

Multimarket contact, and collusion,
138–140, 139b, 141b

Nash equilibrium, 53–55, 53f–54f,
54fn, 62

in Bertrand model, 103–104, 104f
in Cournot model, 103–104
in Hotelling model, 213f, 214–215
with network externalities, 312

National Cooperative Research Act of
1984, 307

Natural monopolies, 75
utility companies as, 78–79

NEIO (New Empirical Industrial
Organization), 160

Nestlé
acquisition of Rowntree by, 277
merger with Perrier, 283–284

Network externalities, 275
compatibility and, 324–326
consumer expectations and,

312–314, 313f
critical mass in, 313f, 313–314
excess inertia and, vs. excess

momentum, 319–324, 320f,
321b–323b, 323f, 328

Nash equilibrium with, 312
path dependence and, 314–319,

316f, 317b–318b
public policy and, 326–328

New Empirical Industrial Organiza-
tion (NEIO), 160

Newspaper industry, in Britain, price
wars in, 136–137

Nintendo, R&D competition with
Sega, 298, 299b

No-deviation constraints, 128–129
Nondisclosure agreements, 294
Nonlinear contracts, in vertical

relations, 192, 192fn
Nonlinear pricing. See Pricing,

nonlinear
Nutrasweet

entry deterrence by, 267, 268b
vs. aspartame, advertising of, 232

Ocean shipping, anti-collusion
policies affecting, 145

Office Depot, merger attempt with
Staples, 284

Office of Fair Trading, 10
Oligopoly, 101

Bertrand model of, 102–104,
103f–104f. See also Bertrand
model

Cournot model of, 107–112,
108f–112f. See also Cournot
model

dynamic competition in, and
pricing, 105

interdependence of firms in,
101–102

Nash equilibrium in, 103–104, 104f
Online auction houses, network

externalities and, 314, 314fn
Opportunity cost, 20–23, 21b–22b, 29
Organizational inertia, 302
Output

adjustment of, vs. price, 114
level, choice of, 24–25
marginal cost and, 115, 115fn, 116f

Participation constraint, in nonlinear
pricing, 175

Patents, 303–306, 305f
breadth of, 303–304
disclosure requirement of, 305–306
and entry deterrence, 267–269,

268b
strength of, 304–305, 305f

Path dependence, and network
externalities, 314–319, 316f,
317b–318b

Perfect competition, 85–87
assumptions of, 85–86
efficiency of, 86, 90–91
long-run equilibrium in, 87
long-run profits in, 87
marginal revenue in, 86
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Perfect competition (continued)
as model for markets with many

firms, 153–154, 154t
profit in, 94
similarities with monopolistic

competition, 94–95, 95t
Perfect discrimination. See Price

discrimination, first-degree
Perfect information, and perfect

competition, 86
Perrier, merger with Nestlé, 283–284
Persuasion, vs. information,

in advertising, 223–225,
224b–225b

Pharmaceutical industry
advertising of branded vs. generic

drugs by, 225b, 230
price discrimination by, 182
price margins set by, 4–5
research and development in, on

antidepressants, 300, 300t
Philip Morris, merger with Kraft, 277
Photolithographic alignment industry,

research and development in,
301–302, 302t

Plain paper copier industry, research
and development in, 296, 297b

Post-contractual opportunism, 41
Predatory practices

debate on existence of, 274
by gasoline stations, 275b
identification of, 274, 275b–276b
legality of, 276
nonpricing, 273–274
public policy on, 274–277
and social welfare, 274–277

Predatory pricing, 269–277,
275b–276b

growing markets and, 272–273
low-cost signaling and, 271–272
reputation for toughness and, 272
theories of

Chicago school of economics,
270–271

long-purse, 270–271
Price

adjustment of, vs. output, 114
increases in, mergers and, 283
marginal cost and, 161t, 161–162

Price-cap regulation, of monopolies,
77–78

Price cuts, secret, and price wars, 133,
135

Price discrimination, 167–184
cost differences and, 168
and efficiency, 181
first-degree, 170
legality of, 180–183
resale and, 167–168
Robinson-Patman Act and, 182
second-degree, 169–170, 184
self-selection and, 169
third-degree, 170–172, 171b, 184,

194
types of, 169–170

Price dispersion, 218–219, 219fn
Price fixing. See Collusion
Price takers, 86
Price wars, 133–137, 134b

asymmetric shocks and, 136–137
demand fluctuations and, 135fn,

135–136
secret price cuts and, 133, 135

Pricing
nonlinear, 169, 172–175, 173f,

174b
incentive-compatibility

constraint in, 175
participation constraint in, 175
two-part tariff in, 172–175, 174b

in oligopoly
with capacity constraints,

104–107, 106f
product differentiation and, 105

predatory, 269–277, 275b–276b.
See also Predatory pricing

“Prisoner’s dilemma” game, 50f,
50–51

advertising and, 234
Procter and Gamble (P&G), advertising

of toothpaste by, 233b
Producer’s surplus, 26
Product differentiation

characteristics approach to,
207–209, 208fn, 208t,
210b–211b

free entry and, 254, 256
horizontal, 206–209, 208t,

210b–211b
Hotelling model of, 212, 212f–213f
imperfect information and, 217–219
location and, 211–215, 212f–213f
and market power, 209–215,

212f–213f
price dispersion and, 218–219,

219fn

product positioning and, 215–217,
216f

spurious, 233
switching costs and, 217–219
vertical, 206–209, 208t, 210b–211b

Product homogeneity, and perfect
competition, 85

Product market competition, and
profit maximization, 38

Product positioning, 215–217, 216f
direct effects of, 216, 216f
strategic effects of, 216

Product proliferation, and entry
deterrence, 265–267

Product quality, advertising
expenditure and, 226

Productive efficiency, 8, 27, 28f
deregulation and, in telecommuni-

cations industry, 255b
Profit

entry deterrence and, 260, 260f, 262
long-run, in perfect competition, 87
maximization of, 24–25

by firms, 35–40, 37b, 39b. See also
Firms, profit maximization by

in monopolistic competition, 94,
94fn

in perfect competition, 94
Public policy

and collusion, 144–145
and market power, 9–11
and mergers, 283–285
and monopoly power, 73
and network externalities, 326–328
and predatory practices, 274–277
and research and development,

303–308, 305f
agreements related to, 306–308
patents and, 303–306, 305f. See

also Patents
and vertical restraints, 199–200

Pure bundling, 178
Pure monopoly, 69

Quadraphonic sound technology,
failure of, 322b–323b

QWERTY typewriter system, path
dependence and, 316–317

Raiders, 38, 38fn
Rate-of-return regulation, of

monopolies, 76–77
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RCA, competition with Columbia for
development of quadraphonic
sound, 322b–323b

R&D. See Research and development
(R&D)

Reaction function
in Bertrand model, 102–103, 103f
in Cournot model, 109f, 109–110

Ready-mixed concrete market, in
Denmark, collusion in, 143b

Redsyke Quarry, and opportunity
cost, 22b

Regulation
and market power, 9–10
of monopolies, 75–78, 76f–77f

Regulatory capture, 76
Regulatory lag, 77
Rent seeking, 8–9
Repeated games, 59–62, 60f, 128
Replacement effect, 294, 297–298,

299b
Resale, and price discrimination,

167–168
Resale price maintenance (RPM),

194–195
Research and development (R&D),

291–308
agreements concerning, 306–308
and creative destruction, 297–298,

299b
efficiency and, 295–297, 297b
expenditure on, 291, 292t
free-rider problem in, 306
incentive for, 308
learning curve and, 301, 302t
market structure and, 292–295,

293f
public policy and, 303–308, 305f

agreements concerning, 306–308
patents and, 303–305, 305f. See

also Patents
replacement effect and, 297–298,

299b
risk choice and, 299–301, 300t
spillover in, 306

Residual demand, in Cournot model,
108

Retailers
competition among, and vertical

relations, 193
selling to, vs. selling to consumer,

189, 189fn
Retaliation, in games, 59

Risk, choice of, in research and
development, 299–301, 300t

Risk-neutral agents, 36fn
Robinson-Patman Act, 182
Rowntree, acquisition by Nestlé, 277
RPM (resale price maintenance),

194–195

Sacem case, 73
Scale economies, and market

concentration, 245
Schumpeter, Joseph, 9, 293
SCP (structure-conduct-performance)

paradigm, 12, 156
simultaneity problem in, 157–158

Search cost, 217
Search goods, 223
Second-degree price discrimination.

See Price discrimination,
second-degree

Secret agreements, and collusion,
127

Sega, R&D competition with
Nintendo, 298, 299b

Selection by indicators, and price
discrimination, 169

Self-selection, and price discrimina-
tion, 169

Sequential games, 55–59, 56f–59f. See
also Games, sequential

Shareholders, goals of, vs. managers,
35–36

Sherman Act, 144
Shipping industry

anti-collusion policies affecting,
145

price wars in, 134b
Short-run equilibrium, in monopolis-

tic competition, 92, 92f
Signaling

in advertising, 225–226
low-cost, and predatory pricing,

271–272
Simultaneity problem, in structure-

conduct-performance
paradigm, 157–158

Social welfare
advertising and, 229
free entry and, 252–254, 253f
predatory practices and, 274–277
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